>> Good afternoon. Welcome to today’s DataSpeak Web Conference on Applying Statistical Concepts in Contextual Analysis to Real-World Data. I'm Dr. Michael Kogan, and I'm the Director of Office of Data and Program Development in the Maternal and Child Health Bureau. The DataSpeak series is sponsored through the Office's MCH Information Resource Center. Today's the third program in the three-part series on using contextual analysis as a tool for understanding disparities in preterm birth. Archives of recent DataSpeak programs, such as those shown on this slide, are available from the MCH IRC Web site at the Web address on this slide. Archives from other programs held since 2000 can also be found on the site. In addition to the regular Web-based archive format, beginning with the 2007 series, we're also producing the DataSpeak programs as podcasts. The podcasts for the February 2007 program on new findings from the National Survey on Children’s Health is now available in both audio and audio-video formats. Further details on subscribing to DataSpeak podcasts are available on the MCH IRC Web site. Today’s program will focus on applying real-life data to statistical concepts that were introduced during the previous programs in the series. We're fortunate to have with us Dr. Patricia O’Campo to share her knowledge on this topic. Dr. O’Campo is the Director of the Center for Research on Inner City Health at St. Michael's Hospital in Toronto and Professor of Public Health Sciences at the University of Toronto. Before we turn to Dr. O'Campo, it’s my pleasure to introduce Beth Zimmerman, the coordinator of DataSpeak and moderator for today’s program. Beth, the floor is all yours. 

>> Thank you, Michael, and welcome to everyone. We're delighted to have you all with us today. Before we begin our presentation, I have just a few housekeeping items to take care of. First, for those of you who are logged into our Internet broadcast, you'll be seeing an ongoing slideshow throughout the next hour. And at the end of the program, we would greatly appreciate it if you would take a moment to complete the short feedback form that can be found when you click on the feedback form link that you'll see on the left-hand side of your screen. Although we don't anticipate that you'll experience any technical problems, I'd like to give you a few tips on dealing with them just in case they come up. If you are on the Web and experience any problem viewing the slides, please call us at technical support at 877-867-7300. Again, that number is 877-867-7300. And that number is located in the bottom left corner of the screen if you should need it. If it appears that your slides are not advancing, you may need to restart your browser and log back in. If you experience any difficulty with the audio stream, you can access the audio by phone. And that number is 800-500-0311, and the password is "DataSpeak." Please note that if you change your audio source, close your browser and log back in, and select the new audio source to ensure proper slide timing. There are resources on today's topic that have been posted on the DataSpeak Web site, including the slides that are presenter will be using today and the resources that she'll go over. And there's a link to this site in the lower left of your screen. And it's titled "Resources." After we hear the presentations, we'll have a question and answer session. Those of you on the phone will have an opportunity to ask questions through an operator, who will come on at that time and provide us instructions as to how to do that. Questions can also be posted online at any time during the program. If you're logged in through the Internet, click the button that says "In Writing" at the bottom of the screen under the heading "Communicate with Presenter," and just type your message and click "Send." It's my pleasure to now turn to Pat O'Campo of St. Michael's Hospital in the University of Toronto. Welcome, Pat. 

>> Thank you very much. I'm happy to be here. 

>> Well, as we all know, this is the third and the final program in our three-part series on contextual analysis. And just to review a little bit, our first program, with Dr. Jennifer Culhane from Drexel University, was an overview presentation on multilevel modeling. And our second program, by Jake Houseman from UNC, was a more nuts-and-bolts presentation on how to go about doing that modeling. Pat, why don't you begin by telling us how today's program will build on these previous two programs? 

>> Well, the first session in this three-part series presented an overview of multilevel modeling and the motivation for undertaking this type of analysis. The second session talked about the unique statistical issues associated with multilevel modeling and how to fit those models. I will be focusing almost exclusively on an application of multilevel modeling using real data. For example, not only do we have to fit the models using special software, but we also have to consider what to measure at the neighborhood level. And I'll discuss these topics today. This work is based upon research undertaken by a project funded by Maternal and Child Health Bureau entitled "Multilevel Modeling of Disparities to Explain Preterm Delivery" and involved four university and health department partnerships located in four states -- that is, Maryland, Pennsylvania, Michigan, and North Carolina. And within these four states, we use data from eight geographical sites for our studies, which are noted on this slide. 

>> Well, thank you for the background. So what are the specific topics that we'll be covering in today's program? 

>> I'll be presenting on four topics. First, I'll discuss how we use data at the neighborhood level to create an index of deprivation. Second, I'll illustrate, using data from only one of our sites, how we use the neighborhood deprivation index in multilevel models. Third, I'll expand that example and illustrate how the neighborhood deprivation index is related to preterm birth across all of our eight study sites. And then finally, for those who want to know more about multilevel modeling, I'll briefly identify some resources that might be useful to gain more knowledge and experience with multilevel models. 

>> We've got a very interesting program planned. As a starting point for us, can you tell us about how previous studies have used neighborhood data in multilevel modeling? 

>> Sure. In previous research, studies concerning neighborhood effect have focused on a handful of neighborhood traits, as listed on the left side of this slide. Many studies tend to focus just on the economic aspects of neighborhoods, such as poverty and income. But there are other studies that also include data on characteristics such as employment, occupation, residential stability. Now there've been limitations of these studies as well. For example, many studies do not use theory in order to inform the selection of their area-level factors. Also, the operationalization of these neighborhood characteristics, even something as common as income and poverty, have been inconsistent across studies, and that has made it difficult to build knowledge across studies. And then finally, and perhaps importantly, poverty alone is not necessarily a good proxy for these other characteristics in the list here. And so, if we only include poverty in our studies, we're unable to determine which of these characteristics are going to be the real determinants of adverse outcomes. I should also mention how "neighborhood" is defined in studies, including the way in which we defined "neighborhood" in our study. While there's no single agreed-upon definition of "neighborhood," many studies use Census boundaries to define their neighborhood. The goal is to try and capture an area that represents a relatively homogeneous area with regard to economic and social characteristics. And we chose Census tracts. Our data come from the 2000 Census. Now, Census tracts are small, relatively permanent statistical subdivisions, and they are designed to be fairly homogeneous and are comprised of approximately 4,000 residents. 

>> Okay. So how did the four partners, which you mentioned were funded by MCHB for this research, use this neighborhood data to construct the deprivation index? 

>> Well, from the literature, we identified the key domain to examine in relation to adverse pregnancy outcomes and preterm birth, which are listed here. So we had identified 20 Census variables in seven domains, and they include education, employment, housing, occupation, poverty, racial composition, and residential stability. Now, to create our index, we employed principal components analysis Principal components analysis is a data reduction method that takes several variables, like the ones that we have here, and uses the correlation between those variables to create an index, or more than one index. And principal components analysis is similar to factor analyses, for those who are familiar with factor analyses. Now, we sought to obtain an index that explains as much of the overall variance in neighborhood deprivation as possible. To create the index, what we did is we merged all the Census data from all of our sites and employed principal components analyses. We obtained factor loadings from principal components analyses. Factor loadings represent the correlation between the variable -- let's say proportion poverty -- and the factor. So across the study areas, the factor loadings on the first principal component ranged from negative 0.41 to .295, with a mean loading of about .211. Now, we retained those items which had a loading of at least .25 or greater. And that indicated a higher correlation with the component. The final item loadings were used to weigh each of the variables' contributions to the final summary score. And the index was standardized to have a mean of 0 and a standard deviation of 1. The last point that I want to share with you about our method for creating the neighborhood deprivation index is that the neighborhood deprivation index accounted for about 67 percent of the total variance, and the consistency of the loadings for each item across the site -- that is, they were fairly consistent -- suggests that the variables function similarly across geography despite heterogeneity in the demographics and economic status of the eight geographic areas. 

>> Well, thank you for that background on how it was developed. Now, can you go into a little bit more detail about what your index was comprised of and what you found when you used it across the four different project areas? 

>> Sure. So, the index was comprised of eight variables. They were -- now they're shown on this slide, and they were proportion males in managerial or professional occupations, the percent of households in crowded housing, the proportion of households who were residing at or below the poverty level, the proportion of households that were headed by a female only, the proportion of households who were on public assistance, the proportion of households who were earning less than $30,000 a year, the proportion of households whose head of household had a lower-than-high-school education, and proportion unemployed. I want to share some information to illustrate the diversity across the eight areas, so this next slide shows data on low-income and racial composition across the site. Baltimore city and the 16 cities in Michigan and Philadelphia had the highest rate of low income, as shown on the left side of the slide. Montgomery County and P.G. County, on the other hand, had the lowest levels of low income. Baltimore County and Durham and Wake have the highest proportion of Whites residing in those areas, as shown on the right side of the slide. And while there seems to be a correlation between income and race, there were some exceptions. For example, Prince George's County had both low levels of low income and a low level of Whites that were residing in that area. Now, on the next slide, we can see the distribution of the neighborhood deprivation index across all of the study sites. As you recall, the neighborhood deprivation index was standardized with a mean of 0 and a standard deviation of 1. A positive score on the neighborhood deprivation index, or NBI as we call it, indicates a higher deprivation, and a negative score indicates low levels of deprivation. The sites on this figure are ordered according to levels of deprivation. So Michigan tended to have the highest levels of deprivation, and you can see that at the top of the figure, with scores for Michigan ranging from just under negative 2 to over 3 1/2. Baltimore City and Philadelphia had the next highest level of deprivation. And the medians for all three of these sites are above 0, indicating higher- than-average levels of deprivation for those sites. At the bottom of the figure, those sites that have the lowest levels of deprivation are Montgomery County and Wake County. For example, most of Montgomery County's scores fell into the negative ranges. As you can see overall, the areas do vary by neighborhood deprivation. 

>> So now let's talk about how the index is used at multilevel modeling. And why don't we start with one site, the one that's going to be most familiar with you, because you're on that research team, which is the one in Baltimore City. What's the association between neighborhood deprivation and preterm birth in Baltimore City? 

>> Okay. Let me begin by sharing information on how we defined our key variables at the individual level. "Preterm birth" was defined as delivery occurring at 37 weeks or earlier, and the infant also had to weigh 3,888 grams or less. That was to minimize any miscoding on the birth certificate. We categorized age, and we categorized education. Now, maternal race was not a variable that was included in our models, but instead, we stratified our models by race. We did this because many previous studies have reported effect modifications by race. In this next slide, we see preterm birth in Baltimore City. With regard to preterm birth, Blacks had substantially higher rates of preterm birth compared to Whites. For block, we see it's 16.97, and for Whites, it was 9.13. In this next slide, we see the demographics of age. In blue, we see data for the non-Hispanic Blacks, and in green are the data for non-Hispanic Whites. Black mothers tend to be younger and the White mothers are older in Baltimore City. And in this next slide, we see the distribution of education. Here we see that White mothers, again in green, tend to have higher education -- higher educational levels compared to Black mothers. Now, this next slide shows the distribution of neighborhood deprivation by race in Baltimore City. The median for White compared to Black mothers differed. So for Whites, we had a lower median of negative 2.67, which indicates lower levels of deprivation compared to non-Hispanic Blacks, who had a median of .742, suggesting that Blacks tend to live in neighborhoods that are more deprived in Baltimore compared to Whites. Now I'd like to turn to the data analyses. So, I'll mention again that we did stratify our models by race. We used multilevel models for estimating our parameters, as we had nested data -- that is, many births within the same neighborhood. And because of the nested data, we were violating the assumption of independence when we conduct regression between the observations. And multilevel -- methods of multilevel modeling take care of that issue. Now, we first fit a model with only deprivation in it as a neighborhood effect, because neighborhood effects were our primary focus. You may have been -- seen many other studies that tend to put their individual- level variables in there first, and then they add in the neighborhood variables. Well, our approach differed because our primary interest was in the effect of neighborhoods. This way, we could see the full association of neighborhood deprivation on preterm birth. After the first model, our second model we fit included our two adjustment variables at the individual level -- that is, maternal age and maternal education. So in the results, you'll see unadjusted as well as adjusted models. The statistical methods were presented in detail in the previous DataSpeak session on methods for understanding and interpreting multilevel analyses that occurred in June of this year. So I won't go into detail with formula and all of that. One more point I wanted to make before moving on, and that is, by using the neighborhood deprivation index as a continuous variable, as we did, we assumed that there was a ;inear relationship between deprivation and preterm birth. Now, we did check to see if, in fact, this was the case. We looked, for example, to see if there was a threshold effect. We even included quadratic terms in the models, and we found those not to be important, and so we found, in fact, the association between preterm birth and neighborhood deprivation was linear. 

>> Okay. So now I'd like to present the results of the multilevel modeling in this next slide, for Baltimore City, and I only show the effect of the neighborhood deprivation index, as that's our primary focus. So let's first look at the unadjusted results -- that is, the purple line. The X factors on this figure are the odds ratio. So, for non-Hispanic Blacks, the unadjusted odds ratio is 1.37, compared to 2.79 for non-Hispanic Whites. And these are statistically significant at the p = 0.05 level. The association between the neighborhood deprivation index and preterm birth is stronger for non-Hispanic Whites compared to non-Hispanic Blacks. And this association remains after adjusting from maternal age and education, although the effects are somewhat attenuated upon adjustment. So to summarize for Baltimore, the association between neighborhood deprivation and preterm birth was significant for both non-Hispanic Whites and non-Hispanic Blacks, even after adjusting for maternal age and education. And the odds of having a preterm birth was higher for those women residing in neighborhoods with higher levels of deprivation, compared to women residing in neighborhoods with lower lowers of deprivation, even after accounting for maternal age and education. 

>> So how did that association between neighborhood deprivation and preterm birth that you found in Baltimore City, and just explained to us extremely well there, compare with what was found in the other sites within the research project? 

>> Okay, yes. Now let's turn to examining the association between neighborhood deprivation and preterm birth across the eight sites. So I'll begin by showing you the variability and social and reproductive risks across the site. So in this light here, we see that the preterm birth rate for Whites and Blacks vary by geographic area. So for example, for Whites, we see that there is a low preterm birth rate of just under 6 percent for Whites and a high preterm birth rate of about 9 percent for Baltimore City. For Blacks, we see the low rate of about 10 percent in Montgomery County, and the high rate is again in Baltimore City, at about 16 percent. In this next slide, we can see the distribution across sites by age, and again we see variability. Whites in general have a greater proportion of mothers giving birth in this older age category. In Montgomery County, for example, 40 percent of the mothers were between the ages of 30 to 34, compared to, say, Michigan, where only 20 percent of the mothers who were giving birth were between the ages of 30 to 34. In the next slide, we see the distribution across sites of education. And again, we see variability. Baltimore City, for example: There were only 20 percent of the moms who were giving birth who had a greater-than-or-equal-to-high-school education, and it was as high as 60 percent in Montgomery County. And these are the data for Blacks. So this next slide shows the neighborhood deprivation index again, and I know you've seen this, but I just wanted to remind you about the variability in neighborhood deprivation across the sites in the neighborhood deprivation index. So finally, we get to the results here, across all the sites. This table here contains the odds ratios for the association between neighborhood deprivation and preterm birth and the 95 percent confidence intervals. Both the adjusted odds ratios and the unadjusted odds ratios are presented. So first, let's focus on the unadjusted odds ratios for the non-Hispanic Whites in the first column. The unadjusted odds ratios across the site suggest a moderately strong relationship between neighborhood deprivation and preterm birth for non-Hispanic Whites in that first column. We have a low of 1.64 from Michigan and a high odds ratio of 3.14 in Baltimore County. Once we adjust for maternal education and maternal age, there's an attenuation of this association, much like we saw for Baltimore alone. But we still see, for the most part, a moderate association between neighborhood deprivation and preterm birth for non-Hispanic Whites. For non-Hispanic Blacks, if we examine the unadjusted odds ratios in that third column, we see that the association was not as strong as it was for non-Hispanic Whites. We have one site where the association seems to go in the opposite direction. That is Montgomery County, where the odds ratio is under 1 -- that is, 0.86. But the confidence interval for this site includes 1. The largest odds ratio is for Durham, at 1.48. And once we adjust from maternal age and education, as we see in that last column, only two of the sites had significant associations between neighborhood deprivation and preterm birth -- that is, Philadelphia and Baltimore County. 

>> So you're definitely seeing lots of variability between the study sites when you go ahead and apply the deprivation index. But how do you know if these differences are significant from a statistical standpoint? 

>> Yes, good point. So we did want to know whether, despite the variability that we saw in the odds ratios across the sites, whether the association was generally similar across the site or whether the odds ratios were different from one another. We could have, of course, just simply compare the confidence intervals to see if they overlapped, but that would be cumbersome, given the large number of sites. And what we did, then, is we calculated a Cochran's Q statistic to test the homogeneity of the odd ratios across the sites. So the Cochran's Q for homogeneity was calculated to test the null hypothesis that the neighborhood deprivation datas are similar. And if we reject the null, then the odds ratios are not homogeneous. But if we don't reject the null, then we can say that the odds ratios are homogeneous across the sites. We calculated Cochran's Q for both non-Hispanic Whites and non-Hispanic Blacks separately. And in our case, we did not reject the hypothesis for either non-Hispanic Whites or non-Hispanic Blacks. So, since the odds ratios were homogeneous across the sites, we were able to calculate the summary score that represents the association across the sites for non-Hispanic Whites and non-Hispanic Blacks. So the summary effect for non-Hispanic Whites across sites was 1.57 with a confidence interval of 1.41 to 1.74, and for non-Hispanic Blacks, the summary score was 1.15 with a confidence interval of 1.08 to 1.23. Notice that the confidence intervals do not overlap, and that suggests, in fact, that the summary scores for Whites and Blacks were different from each other. And in this next slide, we graphically display the slope for non-Hispanic Whites and non-Hispanic Blacks. On the left side, we see the slopes for each of the sites for non-Hispanic Whites, and on the right side, we have the slopes for each of the sites for non-Hispanic Blacks. And our first impression is that the slopes are steeper for non-Hispanic Whites versus non-Hispanic Blacks. And that reflects the stronger association that we saw for non-Hispanic Whites compared to the non-Hispanic Blacks. 

>> So based on all of this information and analyses, what would you say are the takeaway findings from this work? 

>> Well, certainly despite the diversity of the geographic settings that we had in our study, there was homogeneity in the effect of the neighborhood deprivation on preterm birth across the sites, both for Black and Whites. The summary odds ratio for Whites was 1.57, and the summary odds ratio for Blacks was 1.15. Now, previous studies have also found that factors such as income or education have weaker effects among Blacks compared to Whites, and the reason has yet to be identified in prior studies as well as ours here. Some have hypothesized, for example, that perhaps the income, or in our case the deprivation variable, is measuring something different in Whites versus Blacks, and that perhaps race-specific indexes should be created. Now, we chose not to adopt that approach here. Another issue that was explored here was whether non-Hispanic Blacks occupied a narrow range of deprivation scores compared to the non-Hispanic Whites. Now, if that were the case, then that might explain the smaller effect of the deprivation index to preterm birth. But here, too, we found that that wasn't the case. So we were unable to explain the difference with the data that we had available to us. 

>> So obviously, ongoing work, hmm? So how does this work that you've started here, and obviously will be ongoing, relate to other aspects of the MCHB research that you described at the beginning? 

>> Well, we're continuing our research at these eight sites and at the request of our state partners. For example, they wanted us to examine the domains that comprise that neighborhood deprivation index -- such as occupation, education, housing -- separately. They noted that knowing the domain-specific associations may help them with making policies in a way that's more effective than having all of the domains tied up into a single index. We're also examining other exposures, such as smoking and maternal age, and also other pregnancy outcomes, such as small for gestational age. So definitely stay tuned for those findings and analyses. 

>> Wonderful. Now, I know you've also pulled together a lot of resources on multilevel modeling. Can you highlight just a few of the key ones that you'd like our audience to know about? 

>> Sure. Our team has put together a resource guide which should be available to download from the Web site. And I will say that in putting together the resource guide, we found a rich array of resources available on the Web, and much of that information is in that resource guide. So I'll just highlight here a few of the resources that we recommend, for those who want to get experience with and learn more about multilevel modeling. So I first list some books that describe multilevel modeling in general at a sort of an introductory or intermediate level. These books talk about the motivation for doing multilevel models as well as the statistical approaches. And I listed two here. One is by Luke, and it's fairly recent, put out by Sage. And the other one is more -- is a classic and also put out by Sage, by Raudenbusch and Bryk. There are also numerous Web sites to access. Now, I know everybody has their favorite software that they like to use. So I've listed some sites here that deal with specific software packages. The first site is from the center for multilevel modeling. And, their software package is called MLwiN, and it was one of the early software packages to appear on the horizon. The second bullet here is a Web site for those who are SAST users. This Web site has lots of useful information and even examples. Many of these Web sites actually have data and examples and even computer code so that it's easy to run models, and those models are explained on the Web site. In this last slide here, I've also included information for the software package Mplus. That's a fairly versatile multilevel package. And then finally, for SPSS users, there's a Web site there so that they can go and learn about how to do multilevel modeling in SPSS. 

>> Wonderful, thank you. I know it's really helpful for folks to be able to go and peruse those further. Now, if folks do have some follow-up questions for you in the future, how can they contact you? 

>> Sure. My contact information is here on this last slide, and they can reach me at email address, which is pat.ocampo@utoronto.ca. 

>> Thank you very much, Pat. I'd like to remind everyone that the resources that Pat described are on the resource page of the DataSpeak Web site. There's a link to that page on the left-hand side of your screen, and also you can find the slides that she used during the presentation there as well. We are now in the question and answer portion of our program. And thank you, Pat, for being here with us to take questions from our audience. As I mentioned at the beginning, we can take questions both online and through the telephone. If you'd like to post a question online, just click the button that says "In Writing" at the bottom of your screen under the heading "Communicate with Lecturer," and just type your message and click "Send." At this time, I would like to ask our operator to come online and please give our telephone participants information on how they can ask a question. 

>> Thank you. For those of you that would like to ask a question over the phone lines, you may do so at this time by pressing the star key followed by the digit 1. Once again, that is star 1 for telephone questions. 

>> Thank you very much. And while people on the telephone are putting in their requests for that, Pat, I'll start with some questions that we have from our Internet audience. And the first question I'd like to ask you is with respect to whether the index of deprivation that was developed can be applied to other outcomes that are not related to pregnancy. 

>> Well, there are actually two answers to that question. On the yes side, the deprivation index does represent factors that are part of the general concept of deprivation and certainly can be generalized across a wide variety of geographic areas, as we saw in our study, from highly urbanized areas to less urbanized areas. So, in that sense, this index of deprivation can be applied to other kinds of outcomes. However, I would keep in mind that we did design the deprivation index presented here to be specific to pregnancy and adverse pregnancy outcomes. That is, when we were theorizing which neighborhood characteristics would be important, we were thinking about adverse pregnancy outcomes. So for that reason, if you were interested in a very different health issue, say cardiovascular disease or mental health, I can't tell you if this is the best deprivation index to use for that purpose. Certainly one area that requires much greater attention within the field of neighborhood effects research is attention to theory and disease-specific theory about which neighborhood factors are important for specific health outcomes. 

>> Okay, well, thank you very much. Here's another question with regard to the principal components analysis, and our audience member indicates that she thought that this could only be used if the values were numerical and multivariant normal. But in this case that you were talking about, binary variables were being used, and could you comment on the validity of that? 

>> Well, let's see. In our principal components analyses -- and we did this a long time ago, but I'm pretty sure what I'm telling you is correct -- the variables that we used were continuous. So when we used, for example, proportion unemployment or some of those other factors, in fact, they are on a continuous scale. So, we were able -- we used those variables in the principal components analyses. Now, the principal components analyses are very similar to factor analyses, and I do know that there are methods for conducting factor analyses using, say, categorical data that's not continuous. But factor analysis is not my area of expertise, so I'm not going to elaborate further. 

>> Okay, thank you very much for that answer. Why don't I stop right now and ask our operator if anyone from our telephone audience has any questions? 

>> Yes, we do have a question from Brandy Sinko. 

>> Great, hi, Brandy. Go ahead and ask your question. 

>> Oh, she just answered my question about the -- 

>> I thought your name sounded familiar, right here in front of me. That's right. Thank you for calling it in. Is there anyone else from the telephone audience on the line? 

>> Yes, we have a question from Dana Jaffe. 

>> Okay, hi, Dana. 

>> Hi. I'm not that familiar with this form of analysis, but I do have a question Was there a look at the original 20 variables to see if they were different -- you know, before the index was created -- to see if they were different between White non-Hispanic and Black non-Hispanic women? And if they were very different, would that have changed the weighting of how the index was created? 

>> Thank you for that question. The -- I say "Thank you" because the creation of the index was quite complicated, and of course, in a presentation that covers just 15 or 20 minutes, it's hard to talk about the complexity. Let me first directly answer your question about whether or not, for the original 20 variables, we looked to see if they were different among Whites and -- non-Hispanic White and non-Hispanic Black women. Yes, we did see some variability for non-Hispanic White and non-Hispanic Black women in these variables. And I think I alluded to, in my presentation, this idea that -- some people think that because there are differences, that perhaps separate indices might be created for non-Hispanic Whites, say, and non-Hispanic Blacks. To tell you the truth, we did not really consider that as an option in the creation of our index, but I do know that there are people on both sides of the fence that say, "When you create a single index, you're kind of missing important subgroups who might be at risk or have resilience, because you're not creating group- specific indices. On the other hand, we felt that if we create group-specific indices, then we might not be able to do comparisons across the groups. So our priority in this case was to be able to do comparisons across the groups, and we wanted to use the same measure to compare the two groups, and that's why we created an index that was combining everybody together. But that's a tough question to answer, in terms of whether you should create a group-specific index or whether you should create an index that includes everybody. We did not look at it both ways, but that's another option, since what you can look at -- you can create index and look at associations both ways. 

>> Okay, thank you. 

>> Well, thank you for asking the question. There were actually at least two here that related to that topic which we've covered that were put in by the Internet audience as well. Pat, here's another question: "Were you able to look at this association for Native Americans?" And they indicate that they know small sample size might be a limiting factor, but "What do you think about this, and what other limitations might there be?" 

>> We did not look at this for Native Americans. Now, that's not to say that for the Census tracts that we were looking at -- I mean, we -- it's not like we excluded anybody from the Census data. We didn't have the ability to. And there certainly could have been Native Americans who were in some of the Census tracts that we were looking at. But we did not -- in our sample of looking at the association between neighborhood deprivation and pregnancy outcomes, we only looked at non-Hispanic Whites and non-Hispanic Blacks. Now, if we were look at Native Americans, from what I know, they live in very diverse communities. Some are urban, and many are rural. And so I think we'd have to go back to the drawing board to include some rural areas in order to create an appropriate neighborhood deprivation index. Our neighborhood deprivation index didn't include rural areas. It included suburban and then very urban areas. So there may have to be some adjustments there. 

>> What about -- and this relates to what you were talking about, but another question that came in asking about -- are there special challenges associated with examining the Hispanic population? Because your study did not include that here. 

>> Yeah, so, the previous questioner also mentioned sample size. We chose to focus on samples that would be quite large, and that's why we did look at non-Hispanic Blacks and non-Hispanic Whites. For Native Americans and for Hispanics, given the geographic areas that we were in, we -- the sample sizes would have been too small. That sort of speaks to the generalizability of this particular analysis as well. We didn't really have representation, for example, from the West or the Southwest, where we might see larger proportions of the -- or in the South, say Texas or Florida, where we might see larger populations of Hispanics. So this, I think, should be looked at in those populations as well so we can see if they work well either in Hispanic populations, and Native American populations. 

>> Okay, thank you. Operator, do we have any questions from our telephone audience at this time? 

>> There are no questions from the telephones. However, I'd like to remind our audience that is star 1 for questions. 

>> Okay. I have a few more here, so I'll keep going, Pat. Here's a question about Census tracts: "Do Census tracts change over time so that they remain fairly homogeneous with respect to sociodemographic characteristics and living conditions? 

>> Hmm, that's a really good question. My understanding -- so I'm not an official from the Census, so I may be misrepresenting the Census, but it's my understanding that the Census tries to keep the Census tracts -- so yes, they do change over time. Boundaries change from decade to decade, because the Census is conducted every 10 years, and I believe the boundaries are changed in order to accommodate primarily population size, although I believe that there is an attempt to keep the Census tracts as homogeneous as possible with regard to social and economic characteristics. However, having said that, I can certainly tell you that Census tracts are not -- there are many examples of Census tracts being quite heterogeneous with regard to the population within a particular Census tract varying widely in terms of social and economic characteristics. So they're not perfect, and that can be a limitation of using Census tracts. There are smaller units that can be considered as a unit of analysis. So within Census tracts, this one smaller unit is a Census block group. A Census tract has anywhere from -- I don't know -- 3 to 6 to 9 Census block groups within it. And Census block groups are far more homogeneous with regard to social and economic characteristics than Census tracts are. So Census tracts are about 4,000 persons, and Census block groups are about 1,000. 

>> Okay. Two questions here -- two questions that have come in have to do with other types of data being used as part of the deprivation index. First here is, "Have you used health care service availability in your deprivation index?" And the other one asks about hospital discharge data. 

>> We did not use health care availability. That would come from another source of data. I imagine something like, well, area resource file, but that's the county level. We didn't have a convenient source of data for access to health care for the Census tracts that we were looking at. So certainly data availability is a limitation for going beyond some of the characteristics that we looked at. 

>> Okay, here's a kind of a big picture question that asks about what causal pathways connect neighborhood deprivation to preterm birth. And that is a topic that we did talk about in the first program in this series on contextual analysis. And if you go to the DataSpeak Web site, you can find it under the archived events link. But is there something you would like to emphasize, Pat, at this point? 

>> Well, I think there's two points to emphasize for that question. First of all, it is a great question. I think we all want to know the answer to that. This is yet another area that is lacking in the field of neighborhood effects research, and that is our -- we've been able to demonstrate associations, just like I did here today, but we have not been as good at testing and modeling the pathways by which these neighborhood effects do lead to adverse outcomes. And in the case of preterm birth, what we would need ideally are some longitudinal data. For example, we would need longitudinal data ideally on where women were living preconceptionally, where and whether she moved around. So for example, in this particular study, we got the information on her address from the birth certificate, and that's where she was living at the time of birth. Maybe she just moved there at that time. So we didn't know -- and she might not have been exposed to that neighborhood for very long. What we'd like to have is information on where a woman lived before she got pregnant, when she got pregnant, because I think that's probably the expo-- those are the exposures that would be most important for in terms of being a risk factor for preterm birth. And we don't really have datasets that -- or we don't have large datasets that are longitudinal in that way. And I'll also say that we probably should have information that are longitudinal about neighborhoods as well. I mean, neighborhoods -- the characteristics of neighborhoods are not coherent or static. In fact, they change over time as well. So we should begin to think about characterizing neighborhoods in a way that reflects the dynamic social and economic processes that go on in the neighborhood. So there's a couple things, then. That is, we need better theory. We also need better datasets so that we can test strong hypotheses about why neighborhoods -- and not just neighborhoods at one point in time, but the dynamic -- the dynamic features of neighborhoods -- how they might be contributing to adverse health outcomes. So in a way, the field is in its infancy, and we have a long way to go. And so I don't have a good answer for the causal pathways that are leading to an increased risk of preterm birth. 

>> And we research on, right? 

>> And that's right. 

>> Okay. Another question here about the model, and the person is asking if you examined other potential confounders and, you know, were there -- are there any significant factors that you could have explored? 

>> Yeah, okay. So that's a good question. I'm thinking that maybe the person is wondering why we didn't include more variables at the individual level, and -- because we did just adjust for maternal education and maternal age, so -- 

>> Maybe things like smoking or pregnancy complications? 

>> Yeah, yeah, sure. So there were several reasons for not including more variables, some fairly obvious ones, and some absolute barriers were that we needed to include variables where we had consistent data across all of the states. And we -- so some birth certificates are going to vary by state. But there was also some barriers related to data availability. So for example, we -- some of the states couldn't get all of the data that were on the birth certificate, so that was one barrier. Another reason for not including more individual-level variables is that the approach that we took to our modeling was that we wanted to emphasize the effect of neighborhoods' effects, and we were concerned about the issue of overadjustment. So we didn't want to overadjust our models for individual factors, for example, especially things that might be in the causal pathway. Something like smoking, one could argue, is in the causal -- could be in the causal pathway. So for example, lower-in-- people who reside in lower-income neighborhoods might be more likely to smoke, and so if we adjust for smoking, we'd be adjusting for something that's in the causal pathway. And the other reason why we didn't adjust for other variables is that they have different meanings, for example, in White and Black populations. For example, marital rates and marital patterns are different in non-Hispanic Whites and non-Hispanic Blacks and have been historically throughout the last century. And so adjusting for that variable would mean adjusting for something that has very different meaning in Whites and Blacks. So we ended up, then, just agreeing that maternal age and education would be the major confounders that we wanted to adjust for, and so that's why we only included those two. 

>> Okay, thanks very much. Operator, are there any questions from our telephone audience at this time? 

>> There are no further questions over the phones. 

>> Okay. Pat, I have just a few more here, and we'll try to wrap that up within the time remaining. One person was asking more about the factors to include in the index. And I don't know if you have any further comments to make on this, but they're asking about variables such as crime rate, neighborhood resources such as grocery stores, parks, etc. 

>> Yeah, so that's a great question. I would highly recommend that if you're creating an index, if you have access to data like that, that, you know, you certainly should look at that. We actually didn't have the ability to -- again, we had to have data that were available across all four of the states, and so crime isn't routinely available in all four of the states. And neither is there a convenient data source for information on resources available at the Census tract level. So our lack of data and lack of good data sources that was consistent across all of our sites was really the barrier to including variables like that. 

>> Could your model be used with hospital discharge data? Is that something that's available across and would fit in your model? 

>> Well, so there're going to be people in the audience who are far more familiar with hospital discharge data than I am, but my understanding is that hospital discharge data is available at a zip code and not at the Census tract level. And if that's the case, then zip codes are far larger and more heterogeneous than a Census tract is, and the problem with having a geographic area that's too heterogeneous is you're not going to have very much between-geographic-area variability, and so you're going to have pretty small and weak area-level effects. So if, in fact, hospital discharge data is available at the Census tract level, then I think that is something that could be included in a model like ours. But that wouldn't -- that wasn't the case across all our sites. 

>> Okay. All right: "Have you performed a traditional multivariate analysis using the variables in the NDI, and if so, how different was this adjusted odds ratio compared to the multilevel analysis?" 

>> I'm not sure I quite understand the question. I'm thinking that maybe rather than using an index, if we just put the variables in the model as is, the separate variables -- is that what you're referring to? 

>> Well, I don't know. I can just read the question again. And if the person hears this right now, you can call in on the line. And operator, please let us know if that person calls in to clarify. But I'll read it again: "Out of curiosity, have you performed a traditional multivariate analysis using the variables in the NDI, and if so, how different was this adjusted odds ratio compared to the multilevel analysis?" 

>> Okay, so I can answer it a couple of ways. One is, what if we didn't use multilevel modeling for this particular analysis? How different would our results be from what I presented here? Multilevel modeling, which is explained in great detail in the second part of this particular three-part series -- and should definitely be consulted, because Jay does a great job of explaining multilevel modeling -- multilevel modeling accounts for the -- and I'm oversimplifying here -- the nesting that occurs in the models -- sorry, within the data structure. So, in this particular dataset, we have many women, sometimes hundreds of women, who are from the same neighborhood, and that violates the assumption of independence. And moreover, we assume that there's something special about the women -- they're somehow more correlated with each other than they are with, say, women living in other neighborhoods. And so, in that sense, if we don't use multilevel modeling which accounts for the nested structure of the data, then we are misestimating primarily the standard errors, and we can either -- we can either come up with a smaller standard error -- that is, we might be able to detect effects that truly are not there -- or we might come up with larger standard errors, and we might not detect associations that are there. So we did not do any modeling other than multilevel modeling with these data, but I have to say that I have, out of convenience, in some of my previous studies, used just regular regression instead of multilevel regression as the method of data exploration. And oftentimes, the results are consistent between using regular regression and multilevel modeling regression. But I want to caution you that the degree of similarity is going to vary by how clustered and correlated the data are within their nested structure. So if they're very, very, very clustered within their nested structure -- so in this case, within neighborhoods -- then probably the answers are going to be more different than if they were not correlated. So I don't want to caution you -- I just want to caution you, as a general rule, you can't assume that if you do one multilevel regression and you do one regular regression on the same data and they come out similar, that that will be true in every single case that you encounter. It's going to differ on a case-by-case basis. 

>> Okay. Well, that is a great wrap-up to our question and answer session. If folks in our audience think of additional questions, please feel free to submit those to us through the end of the week using the email on the DataSpeak Web site, which is mchirc@altarum.org. And we can include answers to those questions in the program archive, which will be available on the DataSpeak Web site in the next few weeks. We will have additional DataSpeak programs that will take place in the fall, and you'll hear from us when registration is open for those programs. Before you log out, we'd greatly appreciate you taking a moment to complete the feedback form that can be found when you click on the feedback form link on the left-hand side of your screen. Again, thank you very much to everyone for participating in today's program. The Web conference is now officially adjourned.
