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>> GOOD AFTERNOON. WELCOME TO TODAY’S DATASPEAK WEB CONFERENCE ON THE USE OF MULTILEVEL STATISTICAL MODELS IN CONTEXTUAL ANALYSIS. I’M DR. MICHAEL KOGAN, AND I’M THE DIRECTOR OF OFFICE OF DATA AND PROGRAM DEVELOPMENT IN THE MATERNAL AND CHILD HEALTH BUREAU. THE DATASPEAK SERIES IS SPONSORED THROUGH THE OFFICE’S MCH INFORMATION RESOURCE CENTER.
TODAY IS THE SECOND PROGRAM IN A THREE-PART SERIES ON USING CONTEXTUAL ANALYSIS AS A TOOL FOR UNDERSTANDING DISPARITIES AND PRETERM BIRTH. ARCHIVES OF RECENT DATASPEAK PROGRAMS ARE AVAILABLE FROM THE MCHIRC WEB SITE AT THE WEB SITE LIST ON THIS SLIDE. ARCHIVES FROM OTHER PROGRAMS HELD SINCE 2000 CAN ALSO BE FOUND ON THE SITE.
I’M ALSO PLEASED TO ANNOUNCE THAT THE FIRST DATASPEAK PODCAST IS NOW AVAILABLE. THIS PODCAST IS FOR THE FEBRUARY 2007 PROGRAM: A NEW FINDING FROM THE NATIONAL SURVEY OF CHILDREN’S HEALTH.
EACH PROGRAM IN THE 2007 SERIES WILL BE PRODUCED AS A PODCAST IN ADDITION TO THE REGULAR WEB-BASED ARCHIVE FORMAT AND WILL BE AVAILABLE IN BOTH AUDIO AND AUDIO-VIDEO FORMATS. FURTHER INFORMATION, ESPECIALLY FOR THOSE BORN AFTER THE NIXON ADMINISTRATION, ABOUT WHAT A PODCAST IS ARE AVAILABLE ON THE MCHIRC WEB SITE.
TODAY’S PROGRAM WILL PROVIDE DETAILS ON UNDERSTANDING AND INTERPRETING MULTILEVEL STATISTICAL MODELS USING THE EXAMPLE OF PRETERM BIRTH. WE ARE FORTUNATE TO HAVE WITH US DR. JAY KAUFMAN TO SHARE HIS KNOWLEDGE ON THIS SUBJECT. DR. KAUFMAN IS ASSOCIATE PROFESSOR AT THE UNIVERSITY OF NORTH CAROLINA SCHOOL OF PUBLIC HEALTH.
BEFORE WE TURN TO DR. KAUFMAN, IT IS MY PLEASURE TO INTRODUCE BETH ZIMMERMAN, THE COORDINATOR OF DATASPEAK AND THE MODERATOR FOR TODAY’S PROGRAM. BETH, THE FLOOR IS ALL YOURS.
>> THANK YOU, MICHAEL, AND WELCOME TO EVERYONE. WE’RE DELIGHTED TO HAVE ALL OF YOU WITH US TODAY. BEFORE WE BEGIN OUR PRESENTATIONS, I HAVE A FEW HOUSEKEEPING ITEMS TO TAKE CARE OF. FIRST, FOR THOSE WHO ARE LOGGED INTO OUR INTERNET BROADCAST, YOU’LL BE SEEING AN ONGOING SLIDE SHOW THROUGHOUT THE NEXT HOUR, AND AT THE END OF THE PROGRAM, WE’D GREATLY APPRECIATE IT IF YOU COULD TAKE A MOMENT TO COMPLETE THE SHORT FEEDBACK FORM THAT CAN BE FOUND WHEN YOU CLICK ON THE FEEDBACK FORM LINK ON THE LEFT-HAND SIDE OF THE SCREEN.
ALTHOUGH WE DON’T ANTICIPATE THAT YOU’LL EXPERIENCE ANY TECHNICAL PROBLEMS, I’D LIKE TO GIVE YOU A FEW TIPS ON DEALING WITH THEM JUST IN CASE THEY COME UP. IF YOU ARE ON THE WEB AND YOU EXPERIENCE ANY PROBLEMS VIEWING YOUR SLIDES, PLEASE CALL US AT TECHNICAL SUPPORT AT 877-867-7300. AGAIN, THAT NUMBER IS 877-867-7300, AND THAT NUMBER IS LOCATED AT THE BOTTOM-LEFT CORNER OF THE SCREEN IF YOU SHOULD NEED TO CALL US. IF IT APPEARS THAT YOUR SLIDES ARE NOT ADVANCING, YOU MAY NEED TO RESTART YOUR BROWSER AND LOG BACK IN. IF YOU EXPERIENCE ANY DIFFICULTY WITH THE AUDIO STREAM, YOU CAN ACCESS THE AUDIO BY PHONE. THAT NUMBER IS 800-475-3716, AND THE PASSWORD IS “DATASPEAK.” PLEASE NOTE THAT IF YOU CHANGE YOUR AUDIO SOURCE, JUST CLOSE YOUR BROWSER AND LOG BACK IN AND SELECT A NEW AUDIO SOURCE TO ENSURE PROPER SLIDE TIMING.
THERE ARE RESOURCES ON TODAY’S TOPIC THAT HAVE BEEN POSTED ON THE DATASPEAK WEB SITE, INCLUDING THE SLIDES THAT OUR PRESENTER WILL BE USING AND SOME ARTICLES ON TODAY’S TOPIC, AND THERE’S A LINK TO THIS SITE LOCATED IN THE RESOURCE AREA IN THE LOWER LEFT OF YOUR SCREEN.
AFTER WE HEAR THE PRESENTATION, WE’LL HAVE A QUESTION AND ANSWER SESSION. FOR THOSE OF YOU ON THE PHONE, YOU’LL HAVE AN TUNE TO ASK QUESTIONS THROUGH THE OPERATOR, WHO WILL COME ON AT THAT TIME AND GIVE US INSTRUCTIONS HOW TO DO SO. QUESTIONS CAN ALSO BE POSTED ONLINE AT ANY TIME DURING THE PROGRAM. IF YOU’RE LOGGED IN THROUGH THE INTERNET, CLICK THE BUTTON THAT SAYS “IN WRITING” AT THE BOTTOM OF YOUR SCREEN, UNDER HEADING OF “COMMUNICATING WITH PRESENTERS,” AND JUST TYPE IN THE MESSAGE AND CLICK “SEND.”
IT’S MY PLEASURE TO NOW TURN TO JAY KAUFMAN OF THE UNIVERSITY OF NORTH CAROLINA AT CHAPEL HILL, WHO WILL BE OUR PRESENTER FOR TODAY’S PROGRAM. WELCOME, JAY. NOW IN THE FIRST PROGRAM OF THE SERIES ON CONTEXTUAL ANALYSIS, WHICH TOOK PLACE LAST MONTH, WE TALKED ABOUT THIS GROWING INTEREST IN LOOKING AT NEIGHBORHOODS TO HELP US BETTER UNDERSTAND DIFFERENCES IN HEALTH OUTCOMES. WE TALKED ABOUT HOW NEIGHBORHOODS ARE DEFINED, WHAT SOURCES OF DATA ARE AVAILABLE AT THE NEIGHBORHOOD LEVEL, HOW NEIGHBORHOOD CONDITIONS CAN AFFECT HEALTH, AND THE CHALLENGES THAT FACE INVESTIGATORS IN THIS FIELD OF WORK. NOW TO GET US STARTED ON TODAY’S PROGRAM, JAY, CAN YOU TELL US ABOUT HOW THIS SECOND PROGRAM IN THE SERIES WILL BUILD ON THE FIRST PROGRAM AND WHAT THE MAIN PURPOSE OF TODAY’S PRESENTATION IS?
>> SURE. IN LIGHT OF THE NEED TO ANALYZE THIS KIND OF DATA, INVESTIGATORS WILL BE INVOKING MULTILEVEL STATISTICAL MODELS, AND I WANTED TO SPEND A LITTLE TIME DESCRIBING WHAT THOSE MODELS ARE ACTUALLY DOING UNDER THE HOOD WHEN PEOPLE INVOKE THEM WITH COMMANDS LIKE “PROGMIX” AND “SAS” OR “XT REG” AND “STATA,” WHAT THE COMPUTER’S ACTUALLY DOING, WHAT THE EQUATIONS LOOK LIKE, AND HOW PEOPLE WOULD INTERPRET THE COEFFICIENTS THAT COME OUT OF THE MODELS IN THE OUTPUT STATEMENTS OF THOSE PROGRAMS.
>> OKAY. SO WHEN WE THINK ABOUT IT MORE SPECIFICALLY, WHAT ARE THE LEARNING OBJECTIVES FOR TODAY’S PROGRAM? WHAT WILL PEOPLE GET OUT OF THE PROGRAM TODAY?
>> I HOPE THAT AFTER THE CONVERSATION, PEOPLE WOULD BE FAMILIAR WITH SOME OF THE TERMINOLOGY FOR MULTILEVEL MODELS THAT WE USE AND AN UNDERSTANDING OF WHY WE NEED TO ACCOUNT FOR THE CLUSTER DATA IN A STATISTICAL SENSE, AND THESE ESTIMATORS THAT WE’RE GOING TO USE ACTUALLY TAKE ADVANTAGE OF A TECHNIQUE FOR USING A BIASED ESTIMATOR, AND PEOPLE WILL UNDERSTAND WHY THAT CAN ACTUALLY BE ADVANTAGEOUS -- THIS IDEA OF A SHRINKAGE ESTIMATOR THAT SHRINKS THE ESTIMATES TO SOME POINT THAT’S CHOSEN BY ANALYZING THE DATA. AND THIS LEADS US TO UNDERSTANDING OF THE USE OF RANDOM-EFFECT MODELS, MIXED MODELS THAT INCLUDE RANDOM AND FIXED EFFECTS, AND OTHER KINDS OF MULTILEVEL MODELS. AND ALSO, PEOPLE WOULD GET AN EXPOSURE TO HOW WE WOULD INTERPRET THESE DIFFERENT KINDS OF MULTILEVEL MODELS, HOW THE INTERPRETATION DIFFERS FROM MODEL TO MODEL.
>> OKAY, GREAT. AO FOLLOWING THAT OUTLINE, WHY DON’T WE START WITH THE FIRST TOPIC: TERMINOLOGY. WHAT ARE THE KEY TERMS WE NEED TO KNOW FOR TODAY’S DISCUSSION?
>> WELL, MULTILEVEL MODELS ARE MODELS THAT ALLOW THE INVESTIGATOR TO ANALYZE THIS KIND OF CONTEXTUAL DATA, DATA THAT’S CLUSTERED TO SOME LEVEL OF AGGREGATION. SOMETIMES THEY’RE CALLED MULTILEVEL MODELS. SOMETIMES PEOPLE REFER TO THEM AS CONTEXTUAL MODELS OR HIERARCHICAL MODELS, SO THERE ARE A NUMBER OF DIFFERENT TERMS THAT YOU MIGHT ENCOUNTER THAT ARE ALL ROUGHLY SYNONYMOUS. BUT DESPITE THOSE SYNONYMS, THERE ARE ACTUALLY A NUMBER OF DIFFERENT MODEL SPECIFICATIONS THAT PEOPLE USE. WE CAN FIT THESE RANDOM-EFFECTS MODELS OR MODELS THAT INVOLVE BOTH RANDOM AND FIXED EFFECTS THAT ARE SOMETIMES CALLED MIXED MODELS, BUT THEN THERE’S ANOTHER TYPE OF MODEL THAT’S CALLED THE MARGINAL MODEL THAT DOESN’T HAVE THIS CLUSTER-SPECIFIC INTERPRETATION WE’LL TALK ABOUT. OR YOU COULD SAY THE MODEL THAT ONLY HAS FIXED EFFECTS FOR THE CLUSTER VARIABLE.
IT’S ALSO INTERESTING TO NOTE THAT A LOT OF OTHER APPLICATIONS, OTHER THAN CONTEXTUAL DATA, USE THESE SAME KINDS OF MODELS. SO LONGITUDINAL DATA, FOR EXAMPLE, IS ALSO CLUSTERED. IT’S THE SAME INDIVIDUAL MEASURED AT MULTIPLE POINTS IN TIME, SO THE SAME STATISTICAL MODELS WOULD BE APPLIED TO THAT KIND OF CLUSTERED DATA AS WELL.
>> OKAY. SO WHY DO WE USE MULTILEVEL MODELS IN CONTEXTUAL ANALYSIS TO ASSESS NEIGHBORHOOD OR GROUP EFFECTS?
>> WELL, I GUESS THERE ARE TWO ISSUES. ONE IS THAT WHEN WE HAVE CLUSTERING IN THE DATA, THE USUAL MODEL SPECIFICATION IS NOT VALID. IT INVOLVES SOME ASSUMPTIONS THAT WON’T BE TRUE IN LIGHT OF THAT CLUSTERING. SO THERE’S A STATISTICAL VALIDITY ISSUE. THE OTHER ASPECT OF IT -- THAT I’LL TALK ABOUT A LITTLE BIT LATER -- IS THAT THESE ALTERNATE MODEL FORMS, THESE HIERARCHICAL AND MULTILEVEL MODELS, INVOLVE THIS IDEA OF SHRINKAGE THAT USES BIASED ESTIMATORS TO ACTUALLY DO A LITTLE BIT BETTER THAN WE COULD DO WITH STANDARD MODELS. SO WE’RE GUARANTEED TO ACTUALLY OUTPERFORM THOSE STANDARD MODELS IN TERMS OF A METRIC LIKE MEAN SQUARED ERROR.
>> EARLIER, WHEN YOU WERE TALKING ABOUT TERMINOLOGY, THERE WAS A NOTE THAT OBSERVATIONS ARE NOT INDEPENDENT. WHAT DOES IT MEAN FOR OBSERVATIONS NOT TO BE INDEPENDENT? CAN YOU GIVE US SOME EXAMPLES?
>> SURE. WHENEVER YOUR DATA ARISES FROM A SAMPLE THAT’S CLUSTERED AT SOME HIGHER LEVEL OF AGGREGATION, LIKE IF YOU WERE SENDING CHILDREN IN CLASSROOMS WITHIN SCHOOLS, CHILDREN THAT ARE ALL WITHIN A CLASSROOM SHARE SOME CHARACTERISTICS, LIKE THEY’RE ALL EXPOSED TO THE SAME TEACHER, AND THAT GIVES THEM SOME SIMILARITY WITH RESPECT TO THE OUTCOME. THAT LEADS THE OUTCOME DATA TO BE CLUSTERED, TO HAVE SOME COMMON VARIABILITY. THIS WOULD BE TRUE FOR PATIENTS WITHIN THE SAME DOCTOR’S OFFICE OR WITHIN THE SAME HOSPITAL OR, IN THE EXAMPLE THAT WE’RE GOING TO USE, PREGNANT MOTHERS LIVING WITHIN THE SAME NEIGHBORHOOD. BECAUSE WHENEVER ENVIRONMENTAL OR SOCIAL OR STRUCTURAL FACTORS MIGHT AFFECT BIRTH OUTCOMES WOULD BE MORE SIMILAR IN NEIGHBORHOODS THAN ACROSS NEIGHBORHOODS.
THIS IS ALSO TRUE FOR LONGITUDINAL DATA. SO IF YOU’RE MEASURING BLOOD PRESSURE OR CHOLESTEROL IN A PATIENT, THERE’S VALUES THAT ARE MORE SIMILAR WITHIN A PATIENT THAN A CROSS-PATIENT.
THE IDEA OF INDEPENDENCE OF OBSERVATIONS IS THAT IF YOU DO SOMETHING ABOUT ONE PERSON’S VALUE, IT WOULDN’T GIVE YOU ANY INFORMATION ABOUT SOMEBODY ELSE’S VALUE. BUT WHEN THINGS ARE CLUSTERED, WE ACTUALLY HAVE SOME INFORMATION. SO IF I TELL YOU THE INCOME FOR A WOMAN IN A PARTICULAR NEIGHBORHOOD, YOU KNOW A LITTLE BIT ABOUT THE INCOMES FOR THE NEIGHBORS FOR THAT WOMAN BECAUSE OF THE WAY THE INCOME IS CLUSTERED IN SPACE BECAUSE OF RESIDENTIAL SEGREGATION. SO FOR THIS REASON, THESE OBSERVATIONS ARE NO LONGER INDEPENDENT, AND A MODEL THAT WOULD REQUIRE INDEPENDENCE AS AN ASSUMPTION WOULDN’T BE VALID ANYMORE.
>> SO THERE ARE LOTS OF TIMES THAT DATA IS NOT INDEPENDENT. THESE ARE SOME REALLY GOOD EXAMPLES HERE. FOR PEOPLE WHO MAY NOT HAVE HAD MUCH TRAINING IN MULTILEVEL MODELING, HOW WOULD THEY KNOW WHEN TO USE THIS PARTICULAR TECHNIQUE?
>> WELL, ANY TIME THAT YOU HAVE DATA MEASURED AT DIFFERENT LEVELS AND YOU HAVE THIS KIND OF HIERARCHICAL STRUCTURE THAT SOUNDS LIKE THOSE EXAMPLES, IT MEANS YOU PROBABLY HAVE TO INVOKE ONE OF THE MODELS. IF WE JUST MEASURED WOMEN WITHOUT ANY NEIGHBORHOOD DATA, OF COURSE, THOSE WOMEN ARE SORTED INTO NEIGHBORHOODS, BUT WE ARE IGNORING THOSE NEIGHBORHOOD BOUNDARIES BY NOT HAVING ANYTHING MEASURED AT THE NEIGHBORHOOD LEVEL. BUT ONCE WE HAVE VARIABLES THAT ARE MEASURED AT THE NEIGHBORHOOD LEVEL, THEN WE HAVE THIS PROBLEM OF THE LACK OF INDEPENDENCE OF THE WOMEN WITHIN THE NEIGHBORHOOD FROM EACH OTHER, AND SO WE WOULD NEED TO INVOKE THESE MODELS.
NOW, WE CAN ACTUALLY EXAMINE STATISTICS LIKE THE INTERCLASS CORRELATION COEFFICIENT TO SEE HOW MUCH CLUSTERING THERE IS. AND IF THE CLUSTERING IS ESSENTIALLY ABSENT, THEN WE MIGHT FIND THAT USING THOSE MODELS ISN’T REALLY GOING TO CHANGE OUR ESTIMATE VERY MUCH. BUT UNFORTUNATELY, MANY PEOPLE WOULD EXPECT US TO USE THOSE MODELS IF WE HAVE THAT KIND OF DATA STRUCTURE. SO IN ORDER TO MAKE SURE THAT WE’RE VALID AND THAT WE PLEASE REVIEWERS AND READERS OF OUR ARTICLES THAT THEY’RE ASSURED THAT WE’RE DOING THINGS IN THE MOST VALID WAY, WE MIGHT NEED TO INVOKE THESE MODELS EVEN IF THE DEGREE OF CLUSTERING IS VERY MODEST OR EVEN APPEARS TO BE ABSENT.
>> ALL RIGHT. SO LOTS OF REASONS TO DO IT. NOW, THESE MULTILEVEL MODEL TECHNIQUES THAT YOU’RE TALKING TODAY ARE ALL JUST EXTENSIONS OF REGRESSION TECHNIQUES. CAN YOU REMIND US WHAT A REGRESSION MODEL LOOKS LIKE AND WHAT THE ASSUMPTIONS OF A REGRESSION MODEL ARE?
>> SURE. THE FIRST MODEL SHOWN ON THIS SLIDE IS JUST A LINEAR MODEL, SO ON THE LEFT-HAND SIDE, THERE’S AN OUTCOME THAT’S CALLED “Y,” AND THERE’S AN OBSERVATION FOR EACH ONE OF THE INDIVIDUALS FROM THE STUDY AND SUBSCRIPTED WITH THE “I” SUBSCRIPT TO INDICATE EACH ONE OF THOSE INDIVIDUALS. ON THE RIGHT-HAND SIDE, THAT VALUE IS EXPRESSED AS A LINEAR COMBINATION OF TERMS. SO BY “LINEAR,” I SHOULD MEAN WE’RE JUST GOING TO ADD UP THESE TERMS ON THE RIGHT-HAND SIDE. THERE’S AN INTERCEPT THAT WE OFTEN CALL “DATA 0,” AND THEN THERE’S A NUMBER OF TERMS THAT ARE FORMED BY A VARIABLE, AN INDEPENDENT VARIABLE THAT WE MEASURE, LIKE “X-1,” AND ITS COEFFICIENT, “DATA 1,” THAT WE ESTIMATE FROM THE DATA. AND WE COULD HAVE ANY NUMBER OF THESE OBSERVATIONS -- VARIABLES ON THE RIGHT-HAND SIDE AND THEIR ASSOCIATED COEFFICIENTS. AND THEN THERE’S AN ERROR TERM THAT’S “EPSILON SUB I” THAT INDICATES THE DEVIATION OF EACH SUBJECT’S VALUE FROM THIS PREDICTED LINE, THE MEAN LINE. AND THOSE ERRORS ARE ASSUMED IN THE ORDINARY LEAST SQUARES MODEL TO BE NORMALLY DISTRIBUTED AND IDENTICALLY DISTRIBUTED AND INDEPENDENT, AS THAT INDEPENDENT ASSUMPTION THAT I TALKED ABOUT.
WHEN WE HAVE DATA THAT’S NOT CONTINUOUS AND NORMALLY DISTRIBUTED, WE OFTEN RELY ON OTHER MODEL FORMS. AN EXAMPLE OF THAT MIGHT BE A LOGISTIC MODEL, WHICH IS SHOWN AT THE BOTTOM OF THIS SLIDE. THERE WE TAKE THE PROBABILITY OF THE OUTCOME, WHICH IS SHOWN HERE AS “P-Y,” WHERE “Y” IS SOME BINARY VARIABLE -- 0 OR 1, FOR EXAMPLE, WHERE 1 INDICATES THAT SOMETHING HAPPENS AND 0 THAT IT DOESN’T HAPPEN. AND WE CONVERT THAT TO AN ODDS BY TAKING P-Y AND DIVIDING IT BY 1 OVER -- DIVIDING IT BY 1 MINUS P-Y. AND THAT CREATES THE ODDS OF Y HAPPENING. AND THEN WE TAKE THE LOG OF THAT IN ORDER TO MAP THAT ODDS ONTO THE CONTINUOUS LINE FROM NEGATIVE INFINITY TO POSITIVE INFINITY. AND THAT LOG ODDS, THEN, IS EXPRESSED AS A LINEAR COMBINATION OF COEFFICIENTS JUST LIKE WE HAVE IN THE LINEAR MODEL ABOVE. THERE’S AN INTERCEPT TERM THAT NOW IS CALLED “ALPHA” AND THE SAME LINEAR COMBINATION OF TERMS, “BETA X’s” FORMED BY MULTIPLYING EACH ESTIMATED COEFFICIENT BY AN INDEPENDENT VARIABLE.
IN THIS MODEL, WE DON’T HAVE AN EXPLICIT ERROR TERM, BECAUSE THE OUTCOME IS ALREADY IN PROPORTION AS OPPOSED TO A SINGLE VALUE. SO THE MODEL ISN’T SHOWN WITH AN ERROR TERM. THE ASSUMPTIONS OF THESE MODELS ARE THAT THE BASELINE OUTCOME MEANS, THESE DATA 0’s, THESE INTERCEPTS, WHICH IS THE MEAN VALUE YOU GET WHEN ALL THE OTHER PREDICTORS ARE 0, WOULD DIFFER ONLY BECAUSE OF THE VARIABILITY BETWEEN SUBJECTS, WHICH IS REPRESENTED BY THE “EPSILON-E” IN THE LINEAR MODEL. THIS MEANS THAT THE -- THAT THERE’S NO VARIABILITY BETWEEN THE MEANS FOR EACH CLUSTER, FOR EXAMPLE, EXCEPT FOR THE VARIABILITY THAT’S DUE TO JUST ONE PERSON BEING DIFFERENT FROM ANOTHER WITHIN A CLUSTER. WE ALSO HAVE THIS ASSUMPTION ABOUT THOSE ERRORS THAT I MENTIONED, THAT THEY’RE INDEPENDENT AND IDENTICALLY DISTRIBUTED, AND IT’S THIS INDEPENDENCE ASSUMPTION THAT’S GOING TO FAIL WHEN WE HAVE CLUSTER DATA. AND WE HAVE THE SAME MODEL ASSUMPTION THAT WE ALWAYS MAKE FOR ALL REGRESSION MODELS, INCLUDING MULTILEVEL MODELS, WHICH IS THAT IF SOMETHING’S NOT IN THE MODEL, THEN ITS COEFFICIENT IS 0. SO THIS IS THE ASSUMPTION THAT THERE’S NO UNMEASURED CONFOUNDING, AND IT ALLOWS US TO GIVE A CAUSAL INTERPRETATION TO OUR PARAMETER ESTIMATES.
>> ALL RIGHT. WELL, THANK YOU FOR THAT OVERVIEW OF THE REGRESSION MODEL. EARLIER, YOU TALKED A LITTLE BIT ABOUT SHRINKAGE. I’M WONDERING IF YOU CAN SPEND A LITTLE MORE TIME NOW DESCRIBING THAT CONCEPT AND WHAT IT MEANS MATHEMATICALLY AND PRACTICALLY.
>> SURE. THIS IS AN IDEA THAT DEVELOPED FOR THE FIRST TIME IN THE LATE 1950s AND EARLY 1960s. THE EMPHASIS IN STATISTICS BEFORE THAT TIME WAS ALWAYS TO COME UP WITH AN UNBIASED ESTIMATOR FOR SOMETHING. AND IT WAS IN THE LATE ‘50s THAT PEOPLE STARTED TO REALIZE THAT YOU COULD ACTUALLY DO A LITTLE BIT BETTER WITH A BIASED ESTIMATOR. THIS COMES FROM HAVING SOME CRITERIA LIKE MEAN SQUARED ERROR THAT YOU WANT TO MINIMIZE.
AND IN THIS SLIDE, I’VE SHOWN THE FORMULA FOR MEAN SQUARED ERROR OF SOME ESTIMATOR “THETA-STAR” HERE, WHICH IS JUST THE EXPECTED VALUE OF A SQUARE DEVIATION BETWEEN THE VALUE FOR THAT THETA-STAR, THIS ESTIMATOR YOU ARE GOING TO USE, AND ITS -- THE TRUE VALUE, THETA. SO IF YOU ADD UP ALL THOSE ERRORS, THE IDEA OF THE MEAN SQUARED ERROR IS JUST THAT YOU’RE TAKING THE AVERAGE OF THOSE SQUARE DEVIATIONS BETWEEN WHAT YOU GET WITH YOUR THETA-STAR AND THE TRUE VALUE, THETA.
NOW, THERE’S TWO SOURCES OF -- TWO SOURCES OF THAT ERROR THAT CONTRIBUTE TO THE MEAN SQUARED ERROR. ONE IS VARIANCE AND THE OTHER IS BIAS. THE NEXT SLIDE SHOWS THE FORMULA FOR VARIANCE THAT WE OFTEN USE. WE OFTEN CALCULATE THIS. SO INSIDE THOSE BRACKETS, YOU JUST HAVE THETA-STAR, WHICH IS YOUR ESTIMATOR, OR SOME PARTICULAR VALUE THAT YOU GET ON ONE ITERATION OF FITTING YOUR MODEL. AND IT’S -- THEN YOU SUBTRACT THE MEAN OF THAT DISTRIBUTION, THE DISTRIBUTION YOU GET FROM REPEATING THIS MANY, MANY TIMES WITH MANY SAMPLES FROM YOUR DATA. AND THEN YOU JUST SQUARE THOSE DEVIATIONS AND TAKE THE AVERAGE. SO THAT’S THE SAME VARIANCE THAT WE OFTEN USE.
BUT ANOTHER SOURCE OF ERROR IS BIAS. IF THAT CENTER OF THAT DISTRIBUTION THAT YOU GET FROM YOUR ESTIMATOR IS NOT CENTERED ON THE TRUE VALUE, THEN THERE’S SOME BIAS BUILT IN THERE AS WELL. SO WHAT PEOPLE REALIZED IN THE ‘50s WAS THAT THIS ERROR COULD BE EXPRESSED AS THE SUM OF THIS VARIANCE AND BIAS.
AND ON THE NEXT SLIDE, I HAVE A PICTURE TO SHOW YOU HOW YOU CAN HAVE TWO ESTIMATORS. ONE ESTIMATOR IS CENTERED AT THE TRUE VALUE THERE, CENTERED AT THETA, AND IT’S GOT A LARGER VARIANCE. SO WHEN YOU DO A STUDY, YOU’RE DRAWING FROM THIS DISTRIBUTION. ANOTHER ESTIMATOR THAT YOU COULD PICK IS SHIFTED A LITTLE BIT TO THE RIGHT, SO IT’S A LITTLE BIT BIASED. ITS MEAN VALUE IS EXPRESSED THERE AS EXPECTED VALUE OF THETA-STAR, AND IT’S A LITTLE BIT OFF FROM THE TRUE VALUE, BUT IT HAS A MUCH NARROWER VARIANCE, SO IT’S MORE TIGHTLY DISTRIBUTED AROUND ITS MEAN. AND IF YOU’RE USING THAT ESTIMATOR, YOU’D BE DRAWING FROM THAT DISTRIBUTION. AND YOU CAN SEE THAT, IN TERMS OF GAMBLING, THAT YOU’RE GOING TO BE CLOSE TO THE LINE ABOVE THETA. YOU MIGHT ACTUALLY DO BETTER WITH THIS BIASED ESTIMATOR, BECAUSE YOU DON’T HAVE THIS VARIABILITY, THIS VERY WIDE DISTRIBUTION. AND THIS IS WHAT PEOPLE REALIZE: THAT YOU MIGHT BE ABLE TO TRADE OFF A LITTLE BIT OF THAT VARIABILITY FOR A LITTLE BIT OF BIAS AND ACTUALLY DO BETTER IN THE LONG RUN.
THE FOLKS WHO CAME UP WITH THIS AROUND THE SAME TIME WERE JAMES AND STEIN ON THE WEST COAST AND HERBERT ROBINS ON THE EAST COAST. HERBERT ROBINS CALLED THIS AN EMPIRICAL BAYES ESTIMATOR, AND JAMES AND STEIN CALLED IT A JAMES-STEIN ESTIMATOR. AND IT TOOK A WHILE FOR IT TO BECOME RECOGNIZED AND POPULAR AS A WAY OF DOING THINGS IN STATISTICS. AND MAYBE 10 YEARS LATER OR 50 YEARS LATER, PEOPLE STARTED TO REALIZE THAT THIS HAD TREMENDOUS ADVANTAGES FOR A NUMBER OF DIFFERENT APPLICATIONS. SOME AUTHORS NAMED EPHRON AND MORRIS WROTE A VERY INFLUENTIAL POPULAR PIECE IN THE LATE 1970s IN SCIENTIFIC AMERICAN, EXPLAINING TO A WIDE AUDIENCE SOME OF THE ADVANTAGES OF THIS MODEL OR THIS TECHNIQUE USING SOME VERY SIMPLE EXAMPLES TO SHOW PEOPLE WHY IT MADE SENSE.
SO IN ONE OF THE EXAMPLES IN EPHRON AND MORRIS’S ARTICLE, THEY DEALT WITH THE PROBLEM OF PREDICTING THE FUTURE BATTING PERFORMANCE OF BASEBALL PLAYERS BASED ON SOME LIMITED DATA OF THEIR PAST PERFORMANCE. SO THEY SAID, SUPPOSE YOU HAVE DATA ON 18 MAJOR LEAGUE PLAYERS AFTER JUST THE FIRST 45 TIMES AT BAT ,AND YOUR JOB WAS TO COME UP WITH THE BEST ESTIMATE FOR THEIR BATTING AVERAGE AT THE END OF THE SEASON. ALL YOU HAVE IS THIS PROPORTION. THE NUMBER OF HITS THEY MAKE IN THE FIRST 45 TIMES AT BAT. YOU HAVE THIS FOR THE 18 PLAYERS. THE UNBIASED ESTIMATOR, THE MAXIMUM LIKELIHOOD ESTIMATOR THAT PEOPLE WOULD’VE ALWAYS USED IN THE PAST, IS EXACTLY THAT PROPORTION WITH THE NUMBER OF HITS AT THE FIRST 45 TIMES AT BAT.
BUT EPHRON AND MORRIS WANTED TO SHOW THAT YOU COULD ACTUALLY DO BETTER. SO THEY USED THE -- YOUR INTUITION ABOUT REGRESSION TO THE MEAN IN THINKING THAT A PLAYER WHO HAS A PARTICULARLY GOOD PERFORMANCE MIGHT BE A REALLY GOOD PLAYER, BUT THEY MIGHT ALSO JUST HAVE A LUCKY STREAK AT THE BEGINNING OF THE SEASON. A PLAYER WHO HAS A PARTICULARLY BAD PERFORMANCE AT THE BEGINNING OF THE SEASON MIGHT ACTUALLY DO A LITTLE BIT BETTER OVER TIME. SO THIS IS SORT OF INTUITION ABOUT REGRESSION TO THE NEED. THERE’S SOME VARIABILITY BETWEEN PLAYERS, BUT THERE’S ALSO JUST CHANCE. YOU MIGHT HAPPEN TO SAMPLE PEOPLE DOING A LITTLE BIT BETTER, A LITTLE BIT POORLY AT ONE POINT IN TIME OR ANOTHER. SO IF YOU HAD TO BET, YOU WOULD WAGER THAT THE WORST-PERFORMING PLAYERS WOULD DO BETTER IN THE LONG RUN, AND THE BEST PLAYERS WOULD DO WORSE IN THE LONG RUN, BECAUSE THE MEAN FOR EACH PLAYER IS DISTRIBUTED MORE TIGHTLY THAN THEIR PERFORMANCE MEASURED OVER SOME LIMITED PERIOD OF TIME, BECAUSE THERE’S SAMPLING VARIABILITY FOR EACH PLAYER AND THEN ALSO THE VARIABILITY BETWEEN PLAYERS.
SO WHAT EPHRON AND MORRIS SHOWED IS THAT BY USING THIS FORMULA, YOU CAN ACTUALLY DO A MUCH BETTER JOB OF PREDICTING. THERE’S A DIAGRAM REPRODUCED HERE FROM THE ORIGINAL PAPER SHOWING THE ORIGINAL AVERAGES, BATTING AVERAGES, FOR THE 18 PLAYERS. AND USING THE JAMES-STEIN TECHNIQUE OF SHRINKING THEM TOWARDS THE COMMON MEAN, EPHRON AND MORRIS SHOWED THAT IN FACT THEIR MEAN SQUARE ERROR WAS REDUCED SIGNIFICANTLY IN THE PREDICTION, AS OPPOSED TO USING THE UNBIASED ESTIMATORS OF THEIR ORIGINAL PERFORMANCE.
>> THANK YOU VERY MUCH. OKAY. INTERESTING EXAMPLES THERE.
SO NOW THAT WE’VE EXPLAINED THE CONCEPTS BEHIND THAT TECHNIQUE USING THE EPHRON AND MORRIS BASEBALL EXAMPLES, CAN YOU EXPLAIN HOW THEY CAN BE APPLIED TO A PUBLIC HEALTH PROBLEM SUCH AS THE ONE WE’RE FOCUSING ON TODAY, PRETERM BIRTH RISKS THAT DIFFER FROM NEIGHBORHOOD TO NEIGHBORHOOD?
>> YES, YES. SO THE WONDERFUL THING ABOUT THIS MODEL THAT SURPRISED EVERYBODY WAS THAT YOU REALLY CAN’T LOSE WHEN YOU DO THE SHRINKAGE. YOU -- YOU’RE GUARANTEED FOR THE ENSEMBLE OF ESTIMATES TO HAVE LOWER MEAN SQUARED ERROR. SO IT’S A GUARANTEE RESULT, WHICH REALLY SURPRISED PEOPLE. SO IF YOU WANTED TO DO A BETTER JOB OF PREDICTING THE RISK OF PRETERM BIRTH IN A BUNCH OF COMMUNITIES, YOU WOULD BE GUARANTEED TO DO BETTER USING THIS KIND OF SHRINKAGE TECHNIQUE AS OPPOSED TO JUST TAKING THE PROPORTION OF PRETERM BIRTH IN EVERY COMMUNITY AS THE BEST ESTIMATE.
SO IF WE IMAGINE THAT THE AVERAGE RISK THAT WE WANT TO PREDICT IS CALLED THETA -- IN OUR EXAMPLE, THAT’S OUR TARGET PARAMETER -- HOW WOULD WE ESTIMATE THETA? WHAT ESTIMATOR WOULD WE USE? THE ESTIMATOR -- THE MAXIMUM LIFE OF AN ESTIMATOR WOULD BE THE NUMBER OF PRETERM DELIVERIES IN THAT NEIGHBORHOOD OR THAT COMMUNITY DIVIDED BY THE TOTAL NUMBER OF WOMEN GIVING BIRTH. THAT WOULD BE THE RISK OF PRETERM DELIVERY, THE MAXIMUM LIFE OF AN ESTIMATOR.
I’LL USE AN EXAMPLE HERE OF A DIAGRAM FROM AN ARTICLE BY SANDRA GREENMAN, PUBLISHED IN THE INTERNATIONAL JOURNAL OF EPIDEMIOLOGY IN THE YEAR 2000, SHOWING HOW DIFFERENT ESTIMATORS MIGHT APPEAR IN A CONCEPTUAL SENSE FOR THIS KIND OF DATA. SO DR. GREENMAN SAID, SUPPOSE YOU’RE SHOOTING AT A TARGET WITH THREE RIFLES -- AND HE HAS ON THE LEFT-HAND SIDE HERE, FIGURE 1, THE THREE RIFLE SHOTS SHOWN WITH DOTS, X’s, OR PLUSES.
THE RIFLE WITH DOTS HAS VERY HIGH VARIANCE, AND IT’S UNBIASED. SO THE SHOTS -- THE POINTS FOR RIFLE 1 ARE DISTRIBUTED EQUALLY AROUND THE TARGET, THETA, BUT WITH VERY LARGE VARIANCE, AS THOUGH THE RIFLE HAS A VERY SHORT BARREL BUT ITS SIGHTS ARE CORRECT. RIFLE 2, DESIGNATED BY THE X’s, HAS A LONGER BARREL, SO THE SHOTS ARE MORE TIGHTLY CONCENTRATED, BUT THE SIGHT IS A LITTLE BIT OFF, SO IT’S A LITTLE BIT -- IT’S POINTED A LITTLE BIT TO THE LEFT OF THETA. AND THEN RIFLE 3, SHOWN WITH THE PLUSES, HAS A MUCH LONGER BARREL, BUT ITS SIGHT IS EVEN MORE BENT, SO THE SHOTS ARE TIGHTLY CLUSTERED BUT FURTHER AWAY FROM THETA.
SO WHICH ONE IS BEST? WELL, IF YOU WANTED TO GET THE MOST SHOTS WITHIN THE CIRCLE, ACTUALLY RIFLE 2 TURNS OUT TO BE BEST. IT’S A LITTLE BIT BIASED, BUT IT’S NOT AS BIASED AS RIFLE 3. IT’S GOT HIGHER VARIANCE THAN RIFLE 3, BUT IT’S NOT AS BAD AS RIFLE 1 IN TERMS OF VARIANCE. SO IT’S SORT OF THE BEST COMPROMISE.
IN FIGURE 2, ON THE RIGHT-HAND SIDE OF THE FIGURE -- OF THE SLIDE, GREENMAN SHOWS HOW YOU COULD SHRINK THESE ESTIMATES TO SOME OTHER POINT “R,” AND YOU GET MORE WITHIN THE CIRCLE THAT WAY. NOW, IN THE IDEAL WORLD, IT’D BE GREAT IF R WAS RIGHT IN THE CENTER OF THE CIRCLE, WHERE THETA IS, BUT WE USUALLY ARE NOT SO LUCKY. WE CAN FIND ANOTHER ESTIMATOR THAT SHRINKS THE POINTS TOWARD R, WHERE R IS CLOSER TO THE CENTER OF THE CIRCLE. IT MIGHT ADD A LITTLE BIT OF BIAS TO THE ESTIMATOR, BUT IT MIGHT GET MANY MORE WITHIN THE CIRCLE, SO REDUCE OUR MEAN SQUARED ERROR.
THE ESTIMATION PROBLEM, THEN, FOR OUR PRETERM BIRTH RISKS IS TO SHRINK TO SOME POINT R, AND THE PROBLEM THEN IS TO JUST FIGURE OUT WHAT THE POINT R IS AND WHAT ESTIMATOR WE COULD USE IN ORDER TO ACCOMPLISH THAT. IF WE HAD A PRIOR GUESS FOR R, THIS IS WHAT A BAYESIAN WOULD DO, BAYESIAN STATISTICS: WE SHRINK TOWARDS PRIOR KNOWLEDGE OR PRIOR GUESSES. SO IN THE BOTTOM OF THE SLIDE, I’VE SHOWN A BAYESIAN ESTIMATOR WHERE WE HAVE OUR UNBIASED ESTIMATOR “A OVER N.” THAT’S OUR PRETERM BIRTH RISK THAT WE ESTIMATE FROM THE DATA WITHIN EACH COMMUNITY ON THE LEFT-HAND SIDE OF THE EQUATION. AND ON THE OTHER SIDE OF THE PLUS SIGN, THERE’S OUR VALUE “R” THAT REPRESENTS SOMETHING THAT WE KNOW FROM THE DATA. AND THESE WEIGHTS “W” JUST GIVE MORE WEIGHT OR LESS WEIGHT TO ONE OF THE OTHERS. SO IF WE HAVE A LOT OF CONFIDENCE IN OUR PRIOR KNOWLEDGE, WE’D MAKE A W SMALL, SO THAT THAT WOULD GIVE MOST OF THE WEIGHT. IF WE WANTED TO GIVE MORE WEIGHT TO THE DATA AND WEREN’T SO SURE ABOUT OUR PRIOR KNOWLEDGE, WE’D MAKE W LARGE, SO THAT -- CLOSER TO 1, SO THAT WE WOULD WEIGHT THE DATA MORE.
SO IT’S THIS KIND OF WEIGHTING BACK AND FORTH BETWEEN THE DATA AND THE PRIOR GUESS THAT CALIBRATES OUR MODEL TO DO BEST. WHAT JAMES AND STEIN AND HERBERT ROBINS WERE ABLE TO SHOW WAS THAT INSTEAD OF USING EXTERNAL DATA, BACKGROUND KNOWLEDGE OF SOME OTHER KIND, YOU COULD ACTUALLY USE THE DATASET THAT YOU HAVE IN ORDER TO COME UP WITH VALUES TO CHOOSE BETWEEN. THIS IS SOME KIND -- CHOOSING SOME KIND OF WEIGHTED COMPROMISE BETWEEN THE PRETERM BIRTH RISK AND EACH COMMUNITY, SHOWN IN THIS NEXT SLIDE AS “A-SUB-J OVER N-SUB-J,” WITH THE “J” DIFFERENT COMMUNITIES WITH DIFFERENT PRETERM BIRTHS SERVED, AND THE GRAND MEAN FOR ALL OF THE COMMUNITIES TOGETHER IS JUST SHOWN AS “A-SUB-PLUS OVER N-SUB-PLUS.” AND THEN IT’S JUST A MATTER OF COMING UP WITH WEIGHTS TO TAKE THE BEST COMPROMISE BETWEEN THOSE TWO VALUES.
>> OKAY. SO YOU’VE HELPED US HERE HOW TO ESTIMATE THE MEAN RISK IN EACH COMMUNITY. NOW CAN YOU TAKE THE NEXT STEP AND DESCRIBE FOR US HOW THAT ESTIMATOR WOULD APPEAR IN A REGRESSION EQUATION?
>> YEAH. SO FOR A LOGISTIC MODEL LIKE THE ONE THAT WE HAD IN THE EXAMPLE SEVERAL SLIDES BACK, WE HAVE THE LOG ODDS ON THE LEFT-HAND SIDE AGAIN. THIS IS “P-SUB-I-J OVER 1 MINUS P-SUB-I-J.” THIS IS THE ODDS OF PRETERM BIRTH FOR INDIVIDUAL “I” AND COMMUNITY “J.” WE TAKE THE LOG OF THAT TO MODEL LOG ODDS LIKE WE WOULD IN ANY LOGISTIC PROGRESSION MODEL. ON THE RIGHT-HAND SIDE NOW, WE HAVE THE INTERCEPT, WHICH IS THE RISK OF PRETERM BIRTH IN EACH COMMUNITY. AND WHAT MAKES THIS A MULTILEVEL MODEL NOW IS, WE’RE GOING TO EXPRESS THAT INTERCEPT ITSELF AS THE OUTCOME OF REGRESSION MODEL WHERE WE HAVE IT EQUAL BELOW TO THE GRAND MEAN, WHICH I’LL CALL “GAMMA-SUB-0-0,” AND A RANDOM EFFECT, WHICH I’VE CALLED “MU-SUB-ZERO-J,” WHICH IS A VALUE THAT’S SPECIFIC TO EACH NEIGHBORHOOD. THAT’S WHY I HAD SUBSCRIPT J. AND WE ESTIMATE THE USE OF J’s ON THE ASSUMPTION THAT THEY ARE NORMALLY DISTRIBUTED WITH MEAN 0 AND WITH VARIANCE THAT I CALL “TAU-0-0.” SO BY FITTING SUCH A MODEL, WE CAN -- WE CAN ADD THIS RANDOM EFFECT FOR THE INTERCEPT THAT IS GOING TO ACCOMPLISH THIS TRADEOFF.
THIS “GAMMA-0-0” THAT I HAVE AS THE INTERCEPT IN THE SECOND-STAGE MODEL IS THE MEAN OF THE DISTRIBUTION OF RANDOM COEFFICIENTS, SO IT’S ESTIMATED THAT THE WEIGHTED AVERAGE OF ALL OF THE TRACT-SPECIFIC INTERCEPTS. SO BOTH OF THOSE VALUES -- THE LOG ODDS OF THE OUTCOME AT EACH TRACK, AND THIS OVERALL MEAN ARE BOTH VALID ESTIMATES OF THE RISK AT ANY GIVEN TRACK. AND WE WANTED TO CHOOSE BETWEEN THEM WITH SOME WEIGHTS. AND WHAT THE MULTILEVEL MODEL WILL SO IS, IT’S GOING TO USE A FUNCTION OF THE INTERCLASS CORRELATION COEFFICIENT, THE DEGREE OF CLUSTERING, AS A WAY OF CALIBRATING THOSE WEIGHTS IN ORDER TO GET THE OPTIMAL WEIGHTING BETWEEN THEM. IT’S GOING TO MINIMIZE THE MEANS SQUARE AND LEADS TO A RESULT THAT’S GUARANTEED TO DO BETTER THAN THE -- THAN THE UNBIASED ESTIMATOR.
>> YOU’VE USED THAT TERM “INTERCLASS CORRELATION COEFFICIENT.” CAN YOU DESCRIBE A LITTLE MORE ABOUT WHAT THAT MEANS?
>> SURE. THE INTERCLASS CORRELATION COEFFICIENT ESTIMATES THE DEGREE OF CLUSTERING BY THE UNIT OF AGGREGATION. IT’S JUST THE RATIO OF THE BETWEEN-CLUSTER VARIANCE OVER THE SUM OF THE BETWEEN- AND THE WITHIN-CLUSTER VARIANCES. SO THAT’S THE TOTAL VARIANCE. SO IT’S HOW MUCH OF THE TOTAL VARIABILITY IS ACCOUNTED FOR BY DIFFERENCES IN THE MEAN FROM ONE COMMUNITY TO ANOTHER. IF ALL THE MEANS ARE ROUGHLY THE SAME, THEN THE INTERCLASS CORRELATION COEFFICIENT IS GOING TO BE CLOSE TO 0. IF IT’S CLOSE TO 1, IT MEANS THAT ALL THE VARIABILITY IS DUE TO DIFFERENCES FROM ONE COMMUNITY TO ANOTHER AND THERE’S NO VARIABILITY WITHIN A COMMUNITY.
FREQUENTLY IN THESE APPLICATIONS, WE ACTUALLY SEE INTERCLASS CORRELATION COEFFICIENTS THAT ARE CLOSER TO 0 FOR PRETERM BIRTH. CLUSTERING IS NOT THAT STRONG. WE CAN ESTIMATE THE ICC FROM DATA. WHEN THE CORRELATION COEFFICIENT IS GREATER THAN 0, THE SHRINKAGE REALLY MAKES A LOT OF INTUITIVE SENSE.
AS YOU CAN SEE WITH A DIAGRAM THAT I HAVE ON THE NEXT SLIDE, WHERE I’VE SHOWN DISTRIBUTIONS OF OBSERVED RISKS WITHIN COMMUNITIES, I HAVE THE RAW PROPORTION OF PRETERM DELIVERY BY TRACT FOR BLACK AND WHITE WOMEN SHOWN ON THE SLIDE FOR A REAL SAMPLE OF DATA. AND YOU SEE THAT THERE IS A BUNCH OF COMMUNITIES THAT HAVE 0 RISK. AND THERE IS SOME COMMUNITIES TO THE RIGHT-HAND SIDE OF EACH PLOT THAT HAVE RISK OF 1, BECAUSE THERE WERE JUST A FEW WOMEN IN THAT NEIGHBORHOOD AND THEY HAPPENED TO HAVE ALL PRETERM DELIVERIES, AND SO THE ESTIMATED RISK IS 1.
BUT WE REALLY DON’T BELIEVE THAT THE TRUE RISK IN THAT COMMUNITY IS 100 PERCENT OR THAT IT’S 0. THIS IS JUST SAMPLING VARIABILITY HAVING THE BAD LUCK TO PICK TWO WOMEN FOR THAT COMMUNITY WHO BOTH HAVE HAD PRETERM DELIVERY OR FOR WHOM NEITHER HAD A PRETERM DELIVERY. AND SO IT MAKES MUCH MORE SENSE TO THINK OF SHRINKING THAN -- TOWARD SOME REASONABLE ESTIMATE.
THAT’S WHAT YOU SEE ON THE NEXT SLIDE THAT HAS THE TITLE “EMPIRICAL BAYES SHRINKAGE OF TRACT PDP PREVALENCES” -- PRETERM DELIVERY PREVALENCES. ON THE LARGER PLOT, ON THE X-AXIS, YOU SEE THE ORIGINAL RANGE OF DATA FROM 0 ALL THE WAY TO 1. THE VERTICAL ACCESS THAT’S LABELED “POSTERIOR PROBABILITY OF PRETERM DELIVERY AND TRACT,” YOU SEE THAT WE’VE USE THE TECHNIQUE TO SHRINK THIS DOWN TO A VERY NARROW DISTRIBUTION AROUND A RISK OF ABOUT 12 PERCENT AND, IN THE INSET, SHOW A HISTOGRAM OF THOSE RISKS, AND YOU SEE THAT THEY’RE DISTRIBUTED BETWEEN 12 AND 15 PERCENT, WHICH IS A MUCH NARROWER DISTRIBUTION THAN THE ORIGINAL RANGE OF 0 TO 100 PERCENT. THAT MAKES MORE SENSE, BECAUSE WE REALLY WOULDN’T BELIEVE THAT THE UNDERLYING RISK, THE TRUE RISK, WOULD BE 0 OR 100 PERCENT IN A GIVEN COMMUNITY.
>> OKAY. SO WE’VE SEEN HOW A REGRESSION MODEL COULD ESTIMATE RISK OF PRETERM BIRTH IN DIFFERENT COMMUNITIES. HOW CAN WE EXPLAIN THAT RISK IN TERMS OF PREDICTORS THAT WE MEASURE AT THE INDIVIDUAL OR THE COMMUNITY LEVEL?
>> WELL, IN THE MODEL THAT I SHOWED LAST TIME, WE JUST HAD THE INTERCEPT “BETA-0-J.” BUT WE CAN ADD ADDITIONAL PREDICTORS TO THAT MODEL BOTH AT THE INDIVIDUAL AND COMMUNITY LEVEL. SO NOW I’VE SHOWN THE MODEL AGAIN WITH A PREDICTOR “X-I-J” -- SOMETHING WE MEASURED AT THE INDIVIDUAL LEVEL, LIKE MOTHERS’ SMOKING OR MOTHERS’ AGE -- OR WE CAN ADD A VARIABLE WE MEASURED AT THE COMMUNITY LEVEL, LIKE DOWN BELOW IN THE EQUATION FOR BETA-0-J, I’VE ADDED A “Z-J,” WHICH IS MEASURED SOMETHING AT COMMUNITY LEVEL. SO WITH THESE PREDICTORS AND THE MODEL, WE CAN ESTIMATE COEFFICIENTS FOR THOSE EFFECTS AS WELL.
ON THE NEXT SLIDE, I’VE REPLACED THE BETA-0-J ON THE LEFT-HAND SIDE OF THE LOWER MODEL INTO THE FIRST STAGE OF THE MODEL TO MAKE ONE COMBINED MODEL TO SEE HOW IT ALL IS -- HOW IT APPEARS AS A SINGLE MODEL INSTEAD OF BROKEN UP INTO TWO PARTS. WE HAVE THE PREDICTORS LIKE “Z” AT THE COMMUNITY LEVEL; PREDICTORS LIKE “X” AT THE INDIVIDUAL LEVEL; AND THESE RANDOM EFFECTS, “MU-0-J,” THAT ARE SPECIFIC TO EACH GIVEN COMMUNITY.
>> FOR THESE MODELS ARE CALLED MIXED MODELS, BECAUSE THEY CAN INCLUDE BOTH RANDOM AND FIXED EFFECTS. CAN YOU TALK ABOUT THE DISTINCTION BETWEEN THOSE?
>> SURE. ON THIS SLIDE, THERE ARE SOME DIAGRAMS THAT SHOW WHAT DIFFERENT KINDS OF RANDOM EFFECTS WOULD LOOK LIKE. IF I HAVE A RANDOM INTERCEPT, MY INTERCEPTS ARE DRAWN HYPOTHETICALLY FROM A NORMAL DISTRIBUTION, SO THERE’S GOING TO BE, IN THE CENTER OF THAT DISTRIBUTION, A HIGH PROBABILITY OF FINDING AN INTERCEPT FOR THAT VALUE, AND THEN THERE’S THE DISTRIBUTION ON EITHER SIDE SO THAT THERE’S A LOWER AND LOWER PROBABILITY OF FINDING INTERCEPTS THAT ARE VERY HIGH OR LOW. SO ON THE UPPER LEFT-HAND PANEL HERE THAT’S LABELED “RANDOM INTERCEPTS,” YOU SEE THAT THERE’S A MODEL THAT HAS A THICK SLOPE BUT A DISTRIBUTION OF DIFFERENT INTERCEPTS, AND THEY’D BE MORE COMMON IN THE CENTER OF THAT DISTRIBUTION THAN AT THE EXTREMES. TO THE RIGHT OF THAT, YOU HAVE A MODEL THAT HAS A SINGLE INTERCEPT BUT A DISTRIBUTION OF DIFFERENT SLOPES, WHICH IS WHAT YOU’D FIND IF YOU HAD A RANDOM EFFECT FOR THE SLOPE. YOU COULD HAVE A MODEL THAT HAS RANDOM EFFECTS FOR BOTH THE SLOPE AND THE INTERCEPT. AND THAT WOULD APPEAR LIKE THE MODEL SHOWN BELOW, WHERE YOU HAVE A DISTRIBUTION OF DIFFERENT INTERCEPTS AND A DISTRIBUTION OF DIFFERENT SLOPES. THE THING TO REALIZE ABOUT A RANDOM -FFECTS MODEL INTERPRETATION IS SHOWN ON THE NEXT SLIDE, WHICH IS THAT WHENEVER WE HAVE A REGRESSION MODEL WITH A NUMBER OF DIFFERENT TERMS IN IT, THE INTERPRETATION OF ANY PARAMETER IS ALWAYS CONDITIONAL ON THE OTHERS OF THE MODEL.
ALL RIGHT. SO THIS IS HOW WE ADJUST FOR THINGS, EPIDEMIOLOGICALLY ALL THE TIME. WE HOLD ONE THING CONSTANT AS WE DETERMINE THE OTHER. WELL, IN THIS MODEL, THERE’S A TERM IN THE MODEL, THE MU-SUB-ZERO-J, WHICH IS SPECIFIC TO A GIVEN COMMUNITY. SO THAT MEANS THE INTERPRETATION FOR AN EFFECT LIKE “BETA-1,” SOME EXPOSURE EFFECT THAT WE WANT TO INTERPRET, CONDITIONED ON BEING IN A PARTICULAR COMMUNITY. SO WE CALL THIS A CLUSTER-SPECIFIC INTERPRETATION OR -- IT’S A CONDITIONAL INTERPRETATION FOR BETA-1 THAT SAYS THAT THIS IS THE EFFECT OF THAT EXPOSURE GIVEN THAT YOU’RE HOLDING THAT COMMUNITY CONSTANT PERSISTING THAT A PERSON’S GOING TO BE IN THAT COMMUNITY.
>> SO ALL WE’VE DONE UP TO THIS POINT HAS FOCUSED ON ONE TYPE OF MULTILEVEL MODEL, WHICH IS ONE THAT HAS RANDOM EFFECTS. INSTEAD OF MIXED MODELS, ARE THERE OTHER APPROACHES TO MODELING MULTILEVEL DATA?
>> YES. SO INSTEAD OF THIS CONDITIONAL INTERPRETATION, WHERE YOU CONSIDER THE EFFECT TO BE ONLY WITHIN A SINGLE NEIGHBORHOOD, THERE ARE ANOTHER SET OF MODELS CALLED “POPULATION AVERAGE MODELS” THAT JUST CONSIDER THE CONTRAST BETWEEN PEOPLE EXPOSED AND UNEXPOSED WHILE NOT CONDITIONING ON THE CLUSTER. A COMMON EXAMPLE OF THIS MODEL WOULD BE A G.E.E. MODEL, A GENERALIZED ESTIMATING EQUATION MODEL, WHERE THE CLUSTERING IS KIND OF A NUISANCE AND YOU HAVE A VALID WAY OF ESTIMATING THE MODEL IN LIGHT OF THAT CLUSTERING, BUT THERE’S NO CONDITIONING ON THE CLUSTER IN THE INTERPRETATION OF THE COEFFICIENT. SO THIS IS A VERY POPULAR MODEL THAT PEOPLE OFTEN FIT.
ANOTHER COMMON MODEL IS THE FIXED-EFFECTS MODEL. THIS IS ONE IN WHICH YOU USE A CONDITIONAL ESTIMATOR. IT’S THE SAME ESTIMATOR THAT WE WOULD USE IN EPIDEMIOLOGY IF WE HAD MATCHED DATA, LIKE A CONDITIONAL LOGISTIC REGRESSION, FOR EXAMPLE. A FANTASTIC ADVANTAGE OF THIS MODEL IS THAT IT HOLDS CONSTANT ALL FACTORS OF THE COMMUNITY LEVEL, WHETHER THEY’RE MEASURED OR NOT. IT ADJUSTS FOR ALL KINDS OF CONFOUNDING, MEASURED OR UNMEASURED, AT THE COMMUNITY LEVEL. THE DISADVANTAGE OF THE FIXED-EFFECTS MODEL IS THAT YOU CAN’T ADJUST FOR ANYTHING AT THE MODEL, SO YOU GET COEFFICIENT ESTIMATES ONLY FOR FACTORS THAT ARE MEASURED AT THE INDIVIDUAL LEVEL.
>> OKAY. THANKS FOR THAT OVERVIEW. AND YOU KNOW, YOU’VE TALKED TO US ABOUT A FEW DIFFERENT APPROACHES NOW TO MULTILEVEL MODELING. CAN YOU GIVE US AN OVERVIEW OF SOME OF THE ADVANTAGES AND DISADVANTAGES OF THESE DIFFERENT APPROACHES?
>> YEAH, I THINK A LOT OF PEOPLE LIKE THE G.E.E. MODEL, THIS MARGINAL MODEL, BECAUSE IT’S EASY TO ESTIMATE AND YOU GET AN INTERPRET-- A VALUE OF YOUR -- AN ESTIMATE FOR YOUR COEFFICIENT THAT HAS THE SAME KIND OF INTERPRETATION YOU WOULD HAVE IN THE STANDARD MODEL. BUT MANY PEOPLE ACTUALLY ARE INTERESTED IN PARTITIONING THE VARIANCE, ACTUALLY ESTIMATING THE WITHIN AND THE BETWEEN VARIANCE, WHICH IS SOMETHING THAT THE RANDOM-EFFECTS MODEL DOES. SO THERE’S A LOT OF INTEREST IN CONTEXTUAL EFFECTS, AND SO WE WANT TO KNOW HOW MUCH OF THE VARIABILITY IS ACCOUNTED FOR BY THOSEE POTENTIAL EFFECTS. SO IF WE’RE INTERESTED IN ACTUALLY ESTIMATING THAT AND REPORTING THAT TO THE READER, SOMETHING ABOUT THE AMOUNT OF VARIABILITY THAT’S DUE TO DIFFERENCES WITHIN COMMUNITIES AS OPPOSED TO BETWEEN COMMUNITIES, IT’S REALLY MUCH MORE ADVANTAGEOUS TO USE THIS RANDOM-EFFECTS MODEL.
SO IT REALLY DEPENDS UPON WHAT YOU WANT TO SAY. IF YOU WANT TO LOOK AT THE RISK OR THE ODDS FOR THE AVERAGE INDIVIDUAL WITH EXPOSURE COMPARED TO WITHOUT EXPOSURE, A MARGINAL MODEL, LIKE A G.E.E. MODEL, MIGHT BE WHAT YOU’RE LOOKING FOR. BUT IF YOU WANT TO TALK ABOUT THE EFFECT OF CONTEXT VERSUS THE EFFECT OF COMPOSITION, SOMETHING ABOUT PARTITIONING THE EFFECT INTO THAT THAT’S DUE TO THINGS AT THE COMMUNITY LEVEL VERSUS THE INDIVIDUAL LEVEL, THEN A RANDOM-EFFECTS MODEL IS PROBABLY MORE APPROPRIATE. THE ADVANTAGE THAT I MENTIONED FOR THE FIXED-EFFECT MODEL IS THAT YOU GET TO CONTROL FOR EVERYTHING THAT HAPPENS AT COMMUNITY LEVE L, EVEN IF YOU HAVEN’T MEASURED IT. BUT THE PRICE OF THAT IS THAT YOU DON’T GET TO REPORT THE EFFECTS OF ANYTHING AT THE COMMUNITY LEVEL, ONLY UNBIASED EFFECT FOR THE -- THE FACTORS AT THE INDIVIDUAL LEVEL.
>> ALL RIGHT. SO, SO FAR, WE’VE BEEN TALKING ABOUT THESE APPROACHES PRETTY THEORETICALLY. WHAT WOULD THIS LOOK LIKE WITH REAL DATA?
>> WELL, HERE I HAVE A MAP OF WADE COUNTY, NC, AND WE COMPUTED A DEPRIVATION INDEX THAT I’VE SHOWN HERE, FOUR DIFFERENT COLORS TO SHOW WHERE THE MOST DEPRIVED TRACTS ARE -- CENSUS TRACTS -- WITHIN WADE COUNTY. THEY’RE CLUSTERED IN SPACE, AND WE COULD USE A MULTILEVEL MODEL WITH MEASUREMENTS OF THE COMMUNITY-LEVEL DEPRIVATION. AND HERE ON THE NEXT LINE, I’VE SHOWN SOME OUTPUT: NEIGHBORHOOD DEPRIVATION AND ODDS OF PRETERM DELIVERY FOR WHITE AND BLACK WOMEN. AND THESE ARE ESTIMATES SHOWN IN THE HIGHLIGHTED BOX FOR THE EFFECT OF DEPRIVATION, WHICH IS A COMMUNITY-LEVEL VARIABLE. AND IT’S CONTROLLED FOR INDIVIDUAL-LEVEL VARIABLES LIKE AGE, HIGH SCHOOL EDUC-- LEVEL OF EDUCATION ABOVE AND BELOW HIGH SCHOOL, AND MARITAL STATUS. AND SO THESE ARE THE KINDS OF ESTIMATES THAT YOU WOULD GET OUT OF A MULTILEVEL MODEL AND WHAT THEY WOULD LOOK LIKE.
OR ANOTHER EXAMPLE ON THE NEXT SLIDE, I HAVE THE PERCENT OR THE -- WHETHER THE COMMUNITY HAS GREATER THAN 5 PERCENT UNEMPLOYMENT, AND THE ODDS RATIO FOR A PRETERM BIRTH IN BLACK WOMEN ASSOCIATED WITH THAT COMMUNITY-LEVEL EXPOSURE. AND THESE ARE THE ESTIMATES FROM THREE MODELS. ON THE LEFT-HAND COLUMN, YOU HAVE THE STANDARD LOGISTIC MODEL, WHICH WOULDN’T REALLY BE VALID FOR THIS KIND OF CLUSTER DATA. IN THE NEXT MIDDLE COLUMN, THERE IS THE RESULT FROM A G.E.E. MODEL, A POPULATION AVERAGE MODEL, AND THE ODDS RATIO AND ITS ASSOCIATED CONFIDENCE INTERVAL. AND ON THE FAR RIGHT, THERE’S A RANDOM-EFFECT ESTIMATE THAT, AS THEORY DICTATES, IS A LITTLE BIT FURTHER FROM THE NULL, AND THE ODDS RATIO FOR THE POPULATION AVERAGE MODEL. AND EACH OF THESE HAS THEIR ASSOCIATED INTERVAL ESTIMATED AS WELL.
>> HOW WOULD WE DESCRIBE THIS OUTPUT THAT YOU’VE BEEN GOING OVER? MORE IN WORDS. AGAIN, A LOT OF NUMBERS HERE FROM THE REGRESSION MODEL. CAN YOU EXPLAIN IT TO US IN A DIFFERENT WAY?
>> SURE. AN EXAMPLE OF A CAUSAL INTERPRETATION FOR THE POPULATION AVERAGE MODEL LIKE THE G.E.E. MODEL WOULD BE FOR THIS EXPOSURE THAT GREATER THAN 5 PERCENT OF THE COMMUNITY IS UNEMPLOYED VERSUS LESS THAN 5 PERCENT. BUT THE ODDS OF PRETERM DELIVERY WILL INCREASE BY ABOUT 29 PERCENT FOR A RANDOMLY SELECTED WOMAN IN A LOW-UNEMPLOYMENT COMMUNITY IF SHE WERE TO BE RELOCATED TO A TRACT WITH HIGH UNEMPLOYMENT. THERE’S NO CONDITIONING THAT -- ON A PARTICULAR COMMUNITY HERE, SO WE CAN TALK ABOUT A CAUSAL INTERPRETATION, WE CAN MOVE THE WOMAN AROUND FROM ONE COMMUNITY TO ANOTHER.
BUT THAT CONTRASTS WITH THE KIND OF INTERPRETATION WE WOULD USE FOR A RANDOM-EFFECTS MODEL ON THE NEXT SLIDE. SO THIS ODDS RATIO OF 1.31 WOULD BE INTERPRETED THAT THE ODDS OF PRETERM DELIVERY WILL INCREASE -- DECREASE BY 31 PERCENT FOR A RANDOMLY SELECTED WOMAN IN A SPECIFIC CENSUS TRACT WITH LOW UNEMPLOYMENT IF THAT TRACT FOR SOMEHOW CHANGED, SOMEHOW MANIPULATED TO HAVE HIGH UNEMPLOYMENT. WE HAVE AN ESTIMATED CONDITION ON A PARTICULAR TRACT, SO WE CAN’T JUST MOVE THE WOMAN TO ANOTHER TRACT. WE HAVE TO THINK ABOUT HOW WE AOULD SOMEHOW CHANGE THAT TRACT, AND THEN WE WOULD EXPECT -- IF THIS IS A HORRID ESTIMATE, WE WOULD EXPECT THAT HER RISK OR HER ODDS OF PRETERM BIRTH CHANGE ACCORDINGLY WITH THE CHANGE IN THAT EXPOSURE.
>> WELL, JAY, YOU’VE PROVIDED US WITH A LOT OF GREAT INFORMATION TODAY. WHAT WOULD YOU SAY, BEFORE WE BREAK FOR THE QUESTION AND ANSWER SESSION, ARE THE TAKEAWAY MESSAGES FROM EVERYTHING YOU’VE PRESENTED HERE?
>> THE STANDARD REGRESSION MODEL ASSUMES THE DATA’S NOT CLUSTERED. SO IF WE HAVE SOME KIND OF CLUSTERING BY NEIGHBORHOOD OR CLUSTERING OF OBSERVATIONS WITHIN AN INDIVIDUAL MEASURED MULTIPLE TIMES OR ANY OTHER KIND OF HORRID STRUCTURE LIKE THAT, WE NEED TO USE SOME OTHER KIND OF MODEL: THE POPULATION AVERAGE MODEL, THE RANDOM-EFFECTS MODEL, THE FIXED-EFFECTS MODEL -- SOME KIND OF ACCOUNTING OF THAT CLUSTERING IN ORDER TO HAVE A VALID ESTIMATE. WE MIGHT PICK A RANDOM-EFFECTS MODEL IF WE WANT TO MODEL THAT CLUSTERING SPECIFICALLY AND BE ABLE TO MAKE ESTIMATES ABOUT THAT CLUSTERING. BUT THE IMPORTANT THING TO REALIZE ABOUT THE RANDOM-EFFECTS MODELS IS THAT THE PARAMETERS THAT WE ESTIMATE FROM THOSE MODELS HAVE THIS CONDITIONAL INTERPRETATION THAT THEY ARE THE EFFECT OF AN EXPOSURE THAT IS FIXED IN A PARTICULAR CLUSTER, A PARTICULAR COMMUNITY, OR A PARTICULAR NEIGHBORHOOD, AND THEY SHOULD ALWAYS BE DESCRIBED AS SUCH.
>> WELL, THANK YOU VERY MUCH FOR THIS CONVERSATION, JAY.
I WOULD LIKE TO REMIND OUR AUDIENCE THAT THERE ARE A VARIETY OF RESOURCES RELATED TO CONTEXTUAL ANALYSIS THAT ARE AVAILABLE ON THE RESOURCE PAGE OF THE DATASPEAK WEB SITE, AND YOU’LL SEE A LINK TO THIS ON THE LEFT-HAND SIDE OF YOUR SCREEN. ALSO, ONCE YOU GET THERE, THROUGH THAT LINK, YOU CAN ALSO GO UNDER THE “ARCHIVED EVENTS” LINK TO THE SERIES OF PAGES ON OUR FIRST PROGRAM IN THE CONTEXTUAL ANALYSIS SERIES AND SEE THE RESOURCES FOR THAT AS WELL.
WE’RE NOW IN THE QUESTION AND ANSWER PORTION OF THE PROGRAM, AND JAY IS WITH US ACTUALLY ALL THE WAY FROM CHILE TODAY TO ANSWER YOUR QUESTIONS. THIS IS THE FIRST TIME WE’VE HAD A PRESENTER JOIN US FROM OUT OF THE COUNTRY, SO THANKS FOR HELPING US REACH THAT MILESTONE TODAY WITH THE DATASPEAK PROGRAM, AND WE’RE ALSO HAPPY TO HAVE THE MILESTONE OF BEGINNING TO HAVE OUR PODCAST AVAILABLE.
AS I MENTIONED AT THE BEGINNING, WE CAN TAKE QUESTIONS BOTH ONLINE AND ON THE TELEPHONE. IF YOU’D LIKE TO POST A QUESTION ONLINE, JUST CLICK THE BUTTON THAT SAYS “IN WRITING” AT THE BOTTOM OF THE SCREEN, UNDER THE HEADING “COMMUNICATE WITH PRESENTER,” AND JUST TYPE YOUR MESSAGE AND CLICK “SEND.”
AT THIS TIME, I’D LIKE TO ASK OUR OPERATOR IF YOU COULD PLEASE COME ONLINE AND TELL OUR TELEPHONE PARTICIPANTS HOW THEY CAN ASK A QUESTION.
>> ABSOLUTELY. THE QUESTION AND ANSWER SESSION OVER THE PHONE WILL BE CONDUCTED ELECTRONICALLY TODAY. IF YOU’D LIKE TO ASK A QUESTION, YOU CAN SIGNAL US BY PRESSING THE STAR KEY FOLLOWED BY THE NUMBER 1 ON YOUR TELEPHONE. ONCE AGAIN, THAT IS “STAR 1” TO ASK A QUESTION. IF YOU’RE JOINING USING A SPEAKER PHONE, PLEASE PICK UP THE HANDSET AND RELEASE THE MUTE FUNCTION BEFORE SIGNALING. ONE MORE TIME, STAR 1 TO ASK A QUESTION OVER THE PHONE.
>> OKAY. THANK YOU VERY MUCH.
WHILE WE WAIT FOR OUR PARTICIPANTS ON OUR TELEPHONE AUDIENCE TO LINE UP, I WILL START ASKING SOME QUESTIONS RECEIVED THROUGH OUR INTERNET AUDIENCE. JAY, HERE’S A QUESTION FOR YOU: “WOULD A VERY LOW INTERCLASS CORRELATION COEFFICIENT SUGGEST THAT NOT MUCH WOULD BE GAINED BY PURSUING A MULTILEVEL MODEL OVER TRADITIONAL MODELING?”
>> I THINK THE QUESTION WAS STATED AS A VERY LARGE INTERCLASS CORRELATION COEFFICIENT. THAT WOULD ACTUALLY INDICATE THAT THE MODEL WOULD BE VERY DIFFERENT FROM A STANDARD MODEL. BUT PERHAPS THE INTENTION OF THE QUESTION WAS, IF THE ICC, THE INTERCLASS CORRELATION COEFFICIENT, WAS VERY CLOSE TO 0, INDICATING THAT ALMOST ALL THE VARIABILITY WAS WITHIN CLUSTER AS OPPOSED TO BETWEEN CLUSTERS, THEN WOULD THE TWO MODELS BE DISTINCT? WOULD THEY HAVE ESTIMATES THAT WERE DIFFERENT FROM ONE ANOTHER? AND I THINK THE INTUITION OF THE QUESTION WRITER IS CORRECT -- THAT IN FACT, THE MODELS WOULD RETURN ALMOST EXACTLY THE SAME COEFFICIENT. SO AS THE ICC GETS CLOSER AND CLOSER TO 0, AS ALL OF THE VARIABILITY BECOMES DUE TO VARIABILITY WITHIN A CLUSTER AS OPPOSED TO BETWEEN CLUSTERS, THEN THE MULTILEVEL MODEL CONVERGES TO THE SAME RESULT THAT AN ORDINARY -- ORDINARY REGRESSION MODEL WOULD PRODUCE.
>> OKAY. THANK YOU VERY MUCH. OPERATOR, DO WE HAVE ANYBODY FROM OUR TELEPHONE AUDIENCE WHO’D LIKE TO ASK A QUESTION?
>> WE DO. WE’LL HEAR FROM DR. ELLEN STEIN.
>> WONDERFUL. THANK YOU. WELCOME.
>> HI, THIS IS ALLEN BRANWITZ AT DR. STEIN’S OFFICE. WE HAD A QUESTION, JAY: IF WE HAD ENOUGH -- IF WE DIDN’T HAVE ENOUGH CASES TO LOOK AT THINGS ON A TRACT BASIS, COULD THE SAME ANALYSIS BE DONE ON A ZIP CODE LEVEL IF WE WERE LOOKING AT THINGS REGIONALLY?
>> YES. FROM A STATISTICAL POINT OF VIEW, THERE’S NO REQUIREMENT ABOUT WHAT THE LEVEL OF AGGREGATION SHOULD BE. SO IN TERMS OF THE PERFORMANCE OF THE MODEL, YOU’D BE ENTIRELY IN GOOD STATISTICAL GRACES USING LEVEL OF AGGREGATION OF THE ZIP CODE. NOW, IN SUBJECT MATTER TERMS, THERE MAY BE REASON TO BELIEVE THAT THE PARAMETERS YOU’D GET FOR EXPOSURES AT THE ZIP CODE LEVEL MIGHT NOT BE AS INFORMATIVE AS PARAMETERS ESTIMATES THAT YOU’D FOR SOME OTHER LEVEL OF CLUSTERING.
THERE’S A GROUP, A RESEARCH GROUP AT HARVARD LED BY NANCY KREIGER, THAT HAS INVESTIGATED THE COMPARISONS BETWEEN DIFFERENT LEVELS OF AGGREGATION: THE BLOCK GROUP OR THE ZIP CODE OR THE CENSUS TRACT. AND THEIR ASSERTED CONCLUSION, THEIR STATED CONCLUSION IN THEIR WRITING, WAS THAT THEY FOUND THAT THE ZIP CODE WAS PROBABLY TOO LARGE AN AGGREGATE, TOO LARGE A GROUPING IN ORDER TO BE AS CAUSALLY USEFUL AS TALKING ABOUT EXPOSURE TO THAT LEVEL, THAT THEY FOUND THAT THE DEGREE OF CLUSTERING AT THAT LEVEL WAS TOO MODEST. SO THEY RECOMMENDED, IF POSSIBLE, SMALLER LEVELS OF AGGREGATION IF THAT WAS AVAILABLE. BUT THERE ARE PLENTY OF PUBLISHED MULTILEVEL MODELS THAT USE ZIP CODE LEVEL OF AGGREGATION OR EVEN HIGHER LEVELS OF AGGREGATION, LIKE AT THE COUNTY LEVEL. AND THOSE ARTICLES ARE ENTIRELY VALID IN THE STATISTICAL SENSE.
>> THANK YOU.
>> THANK YOU VERY MUCH.
OKAY. I’LL COME BACK TO OUR INTERNET AUDIENCE HERE FOR A QUESTION. HERE’S YOUR QUESTION, JAY: “IN THE PRETERM DELIVERY LEVEL EXAMPLE CONCENTRATING ON UNEMPLOYMENT, THE CONFIDENCE INTERVALS FOR THE MULTILEVEL MODELS LOOK JUST AS WIDE FOR THE REGULAR LOGISTIC MODEL.” BUT THEY SAY, “I THOUGHT YOU WERE SAYING THAT PART OF THE POINT WAS TO REDUCE VARIANCE IN ESTIMATE.”
>> REDUCE VARIANCE IN THE ESTIMATE... I -- IT’S -- IT WOULD NOT BE THE CASE NECESSARILY THAT THE CONFIDENCE INTERVAL, OR THE -- THE ESTIMATED STANDARD ERROR FOR THE PARAMETER ESTIMATE, WOULD BE SMALLER FOR A MULTILEVEL MODEL, OR EVEN THAT IT WOULD NECESSARILY BE LARGER IN A NONLINEAR MODEL. I’M NOT SURE THAT THERE’S A SIMPLE WAY TO PREDICT WHICH WAY THAT’S GOING TO GO IN A NONLINEAR MODEL LIKE LOGISTIC REGRESSION. THE IDEA IS ATTRIBUTING VARIABILITY TO THE RIGHT -- THE RIGHT LEVEL, PARTITIONING THAT VARIABILITY, AND REPRESENTING THE VARIABILITY CORRECTLY, BUT I’M NOT -- I -- I WOULDN’T EXPECT NECESSARILY THAT THE -- THAT THE STANDARD ERROR FOR THE COEFFICIENT WOULD NECESSARILY MOVE IN ONE DIRECTION OR THE OTHER IN A LOGISTIC MODEL. IT COULD GO IN EITHER DIRECTION IN THE SAME WAY THAT IF YOU ADJUST FOR A COVARIATE IN A STANDARD LOGISTIC REGRESSION MODEL, YOUR STANDARD ERROR FOR YOUR EXPOSURE COULD GET LARGER OR SMALLER IN LOGISTIC REGRESSION. YOU WOULDN’T NECESSARILY KNOW THAT IT WAS GOING TO GO IN ONE DIRECTION OR THE OTHER.
>> OKAY. OPERATOR, ANYONE IN LINE FROM OUR TELEPHONE AUDIENCE?
>> YES, WE’LL HEAR FROM LATONYA RILEY.
>> WELCOME.
>> HI, THIS IS BILL SAFFENFIELD IN FLORIDA. IN YOUR LAST EXAMPLE, YOUR ESTIMATES FOR DEPRIVATION WERE 1.29 AND 1.31, ONE WITH THE FIXED MODEL AND ONE WITH THE RANDOM MODEL. THEY REALLY WERE NOT DRAMATICALLY DIFFERENT IN TERMS OF EFFECT. DOES THAT TELL US ANY INFORMATION THAT’S USEFUL?
>> YES. IT’S REALLY OFTEN THE CASE FOR THESE MULTILEVEL MODELS FOR HEALTH OUTCOMES LIKE BIRTH OUTCOMES OR CARDIOVASCULAR DISEASE, OTHER RELATIVELY COMMON OUTCOMES, THINGS THAT ARE NOT VERY RARE, THAT THE DEGREE OF CLUSTERING IS PRETTY MODEST. THE INTERCLASS COREELATION COEFFICIENTS ARE OFTEN IN THE REALM OF 1 PERCENT OR A COUPLE OF PERCENT, 3 PERCENT, 5 PERCENT. AND IN THOSE CIRCUMSTANCES, THE STANDARD MODEL AND THE MULTILEVEL MODEL ARE GOING TO PRODUCE ESTIMATES THAT ARE PRETTY SIMILAR, AND THE DIFFERENCE BETWEEN A RANDOM-EFFECTS AND A -- MODEL AND A MARGINAL MODEL LIKE A G.E.E. MODEL WILL ALSO BE PRETTY -- THE DIFFERENCE WILL BE PRETTY MODEST. SO NO MATTER WHICH WAY YOU DO IT, YOU WILL GET SOMETHING PRETTY CLOSE TO THE RIGHT ANSWER. YOUR READERS AND REVIEWERS MAY BE VERY PARTICULAR ABOUT WANTING YOU TO SPECIFY THE VALID MODEL, THE ONE THAT DOESN’T MAKE ASSUMPTIONS THAT ARE INCORRECT ABOUT THE DATA, AND SO EVEN THOUGH THOSE NUMBERS ARE GOING TO BE SIMILAR, THEY’RE GOING TO WANT THE CORRECT INTERPRETATION OF THE COEFFICIENTS. THEY’RE GOING TO WANT THE RIGHT SPECIFICATION OF THE MODEL. BUT IN FACT, IN MANY OF THESE APPLICATIONS, YOU’LL FIND THAT THE NUMBERS ARE NOT VERY DIFFERENT. THE APPLICATION WHERE THEY TEND TO BE A LITTLE BIT MORE DIFFERENT IS LONGITUDINAL DATA, BECAUSE THE DEGREE OF CLUSTERING IN LONGITUDINAL DATA IS MORE SUBSTANTIAL. PEOPLE’S MEASUREMENTS OVER TIME TEND TO BE MORE HIGHLY CORRELATED THAN THE MEASUREMENTS OF DIFFERENT INDIVIDUALS WITHIN THE SAME COMMUNITY. AND SO THERE YOU’LL SEE MUCH MORE DRAMATIC DIFFERENCES BETWEEN A MARGINAL MODEL AND A RANDOM-EFFECTS MODEL OR BETWEEN EITHER ONE OF THOSE MULTILEVEL MODELS AND THE MODEL THAT DOESN’T ADJUST FOR CLUSTERING.
>> OKAY. GREAT. I HAVE A PILE OF QUESTIONS HERE. I’M GOING TO START ROLLING THROUGH THESE FOR YOU, JAY.
>> OKAY.
>> “WHICH STAFF PROCEDURE CAN BE USED FOR THE RANDOM-EFFECTS MODEL?”
>> I’M NOT A SAST EXPERT, BUT I’M AWARE THAT THERE’S A “PROG-MIXED” COMMAND, WHICH FITS MODELS WITH RANDOM AND FIXED EFFECTS. SO IT’S CALLED “PROG-MIXED” BECAUSE YOU CAN HAVE A MIXTURE OF RANDOM AND FIXED EFFECTS IN THE MODEL. AND AS FAR AS I UNDERSTAND, THAT’S THE PROCEDURE THAT MOST PEOPLE USE IN ORDER TO FIT WITH THESE KINDS OF MODELS IN SAST.
>> OKAY. THANK YOU. HERE’S ANOTHER ONE: “I NOTICED THE EXAMPLE STUDY IN THE PRESENTATION IS BASED ON UNWEIGHTED DATA. CAN MULTILEVEL MODEL” -- OR, “CAN A MULTILEVEL MODEL HANDLE ANY WEIGHTED DATA, SUCH AS COMPLEX SAMPLE DESIGN SURVEY DATA, AND HOW DO YOU HANDLE THAT BY MULTILEVEL MODELING?”
>> YEAH. THAT’S A -- THAT’S A GOOD QUESTION. I THINK IT’S GOING TO DEPEND A LOT ON THE SOFTWARE PACKAGE THAT YOU’RE USING AND THE CAPABILITIES OF THOSE SOFTWARE PACKAGES. IN GENERAL, THE COMMERCIAL PACKAGES LIKE SAST, STATA, AND SOME OF THE SPECIALIZED PROGRAMS LIKE MLwiN HAVE BEEN VERY GOOD AT MAKING AVAILABLE PROCEDURES FOR WEIGHTED DATA THAT SAID MARGINAL MODELS, MODELS LIKE THE G.E.E. MODEL. SO I’M PRETTY SURE THAT ALL THOSE COMMERCIAL PACKAGES ACCOMMODATE COMPLEX SURVEY DESIGNS FOR -- FOR GENERALIZED ESTIMATED EQUATIONS, THE G.E.E. MODELS THAT FIT THESE MARGINAL MODELS. IF YOU WANT TO DO A RANDOM EFFECTS WHERE YOU’RE GOING TO PARTITION THE VARIANCE AND -- OR HAVE MIXED MODELS, IT MAY BE MORE LIMITED WHAT YOU COULD DO IN ONE SOFTWARE PACKAGE OR ANOTHER. BUT THERE, I THINK THAT THE SPECIALIZED PROGRAMS LIKE MLwiN, WHICH ARE WRITTEN SPECIFICALLY TO CONDUCT MULTILEVEL MODELS, ARE PROBABLY THE MORE FLEXIBLE THAN THE GENERAL MODELS LIKE SAST AND STATA. BUT I THINK THE ANSWER REALLY DEPENDS ON THE PARTICULAR PACKAGE THAT YOU HAVE AVAILABLE TO YOU.
>> OKAY. A QUESTION HERE: “CAN YOU TELL ME WHAT IS THE MOST IMPORTANT REGARDING DATA USING G.E.E. AND MIXED MODELS?”
>> THE MOST IMPORTANT DIFFERENCE... I THINK THE -- IT’S THE INTERPRETATION OF THE COEFFICIENT, THAT THE G.E.E. MODEL HAS A MARGINAL INTERPRETATION. IT HAS TO DO WITH COMPARING THE EXPOSED PEOPLE TO THE UNEXPOSED PEOPLE. AND IT’S FOR EVERYBODY. IT’S NOT CONDITIONED UPON PEOPLE IN A PARTICULAR CLUSTER. AND STATISTICIANS ARE VERY CAREFUL TO USE A DIFFERENT DESCRIPTION, A DIFFERENT INTERPRETATION FOR A COEFFICIENT WHEN IT’S FIT WITH THE -- A RANDOM-EFFECT TERM, A CLUSTER-SPECIFIC INTERPRETATION, BECAUSE THEN THEY’LL SAY, INSTEAD OF THE SLOPE CORRESPONDING TO THE AVERAGE CHANGE IN THE OUTCOME ASSOCIATED WITH THE UNIT CHANGE IN EXPOSURE, THEY’LL GIVE THAT INTERPRETATION CONDITIONED ON THE FACT THAT A PERSON IS FROM A PARTICULAR CLUSTER. AND FOR NONLINEAR MODELS, LIKE LOGISTIC REGRESSION, THOSE CAN BE VERY DIFFERENT NUMBERS. AND SO PEOPLE ARE VERY CAREFUL ABOUT DESCRIBING THOSE WITH THE CLUSTER-SPECIFIC INTERPRETATION OR WITH THE MARGINAL INTERPRETATION.
>> OKAY. THANK YOU.
OPERATOR, DO WE HAVE ANYBODY ELSE IN LINE FROM OUR TELEPHONE AUDIENCE?
>> WE HAVE NO QUESTIONS AT THIS POINT, BUT ONE MORE TIME, “STAR-1” TO ASK YOUR QUESTION.
>> GREAT. WE ARE NEARING THE END OF THE Q AND A HERE. I HAVE JUST A FEW MORE MAYBE WE CAN TRY TO GET THROUGH, OKAY? ALL RIGHT, HERE’S A QUESTION IF YOU COULD PLEASE GO OVER THE INGREDIENTS OR MAP BEHIND THE INTERCEPT IN ONE OF THE MULTILEVEL MODELS AGAIN. AND IF YOU CAN DO THAT BRIEFLY, PLEASE GO AHEAD.
>> SURE. JUST -- AS I SAID IN THE TALK, THE INTERCEPT IS THE VALUE THAT THE AVERAGE FOR THE CLUSTER -- THAT -- WELL, I GUESS I HAVE TO BE CAREFUL. SO IN THE TALK, I WAS GIVING AN EXAMPLE OF A MULTILEVEL MODEL WHERE I HAD A RANDOM EFFECT FOR THE INTERCEPT. SO IT WAS SUBSCRIPTED, LIKE “BETA-0-J,” WHERE “J” WAS THE INDICATOR FOR THE COMMUNITY. SO WHEN ALL THE EXPOSURE TERMS ARE 0, THEN THAT IS JUST THE MEAN OUTCOME FOR THAT PARTICULAR COMMUNITY. SO IF THIS IS -- IF THIS IS A LOGISTIC MODEL, IT’S THE LOG ODDS OF THE OUTCOME FOR COMMUNITY J. AND THIS IS COMPARABLE TO THE INTERPRETATION OF THE INTERCEPT FROM A STANDARD MODEL, BUT BECAUSE IT’S SUBSCRIPTED J, IT’S -- CORRESPONDS TO JUST THAT COMMUNITY J, AS OPPOSED TO THE AVERAGE FOR EVERYBODY IN THE POPULATION WHEN ALL THE EXPOSURES ARE ABSENT OR WHEN THEY’RE ALL EQUAL TO 0.
>> OKAY. WELL, UNFORTUNATELY, WE HAVE REACHED OUR HOUR, SO WE CAN’T GET THROUGH QUITE ALL OF OUR QUESTIONS TODAY, BUT WE WILL FORWARD THE ONES THAT WE HAVEN’T GOTTEN THROUGH TO OUR PRESENTER AND ASK HIM TO WRITE UP SOME BRIEF RESPONSES TO THOSE, AND WE WILL INCLUDE THOSE IN THE ARCHIVE OF THE PROGRAM. MEANWHILE, IF YOU THINK OF ANY OTHER QUESTIONS, FEEL FREE TO EMAIL US THROUGH THE DATASPEAK WEB SITE. AND THAT EMAIL ADDRESS IS MCHIRC@HSRNET.COM. OUR PRESENTER’S CONTACT INFORMATION IS ALSO ON THE WEB SITE, AND YOU CAN CONTACT HIM IF YOU HAVE A SMALL QUESTION. THIS PROGRAM ARCHIVE WILL BE AVAILABLE ON THE DATASPEAK WEB SITE WITHIN THE NEXT FEW WEEKS, SO YOU CAN GO BACK AND LISTEN AGAIN IF THAT’S OF INTEREST AND ALSO SHARE THE INFORMATION ABOUT IT BEING AVAILABLE WITH YOUR COLLEAGUES.
WE HAVE A FEW MORE PROGRAMS COMING UP IN THE NEXT FEW MONTHS. THE NEXT AND FINAL PROGRAM IN THE CONTEXTUAL ANALYSIS SERIES, WHICH WILL FOCUS ON EXAMPLES OF ANALYSES OF PRETERM BIRTH THAT ARE BEING CONDUCTED BY THE TEAM OF RESEARCHERS FUNDED BY MCHB, WILL TAKE PLACE ON JULY 11. AND WE’LL ALSO BE BROADCASTING A PROGRAM ON A DIFFERENT TOPIC BEFORE THEN ON JUNE 28. THERE WILL BE A PROGRAM ON DATASPEAK -- EXCUSE ME -- A DATASPEAK PROGRAM ON HIV AND WOMEN. ANNOUNCEMENTS ABOUT REGISTERING FOR EACH OF THESE PROGRAMS WILL BE SENT OUT BY EMAIL, OR YOU CAN ALWAYS CHECK THE DATASPEAK WEB SITE.
BEFORE YOU LOG OUT, WE’D GREATLY APPRECIATE IT IF YOU COULD TAKE A MOMENT TO COMPLETE THE FEEDBACK FORM THAT CAN BE FOUND WHEN YOU CLICK ON THE FEEDBACK FORM LINK ON THE LEFT-HAND SIDE OF YOUR SCREEN. AGAIN, THANK YOU VERY MUCH TO OUR PRESENTER AND FOR EVERYONE FOR PARTICIPATING IN TODAY’S PROGRAM. THE WEB CONFERENCE IS NOW OFFICIALLY ADJOURNED.
